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Direct RNA sequencing with nanopores

- Protocol for MinION
- Directly sequences RNA strands
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- No fragmentation
- No amplification
- Capture full transcripts
- Modifications are retained



Basecalling: squiggle to basecalls
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Modification calling

Garalde et al. Nature Methods. 2018

- Modifications change the signal
- DNA:
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Li et al. Nature Methods. 2017

RNA modifications
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Guppy basecaller + Taiyaki training tool

Guppy:

- For DNA:  5mC, m6A calling is available
- Only trained for certain contexts:  CpG, RRACH motif
- Basecall output + Modification output
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Taiyaki:

- Tool used for training Guppy
- Can train for modified bases
- Has “re-squiggle” functionality to prepare data for training



Training data for RNA?

- No good ground truth datasets
- In vitro transcripts:

- With m6A - fully methylated

- With A - fully canonical

- Model trained with Taiyaki
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- Bad overfitting on training data
- Cannot basecall anything else



DeepMod - DNA only (Liu et al.)

- Net
- Per position

8Liu et al. Nature Communications. 2019
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E. coli DNA data, per position:
- 5mC  0.99 average precision
- m6A  0.9 average precision

Liu et al. Nature Communications. 2019



Datasets - In vitro transcripts
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m6A data # reads canonical # reads m6A # samples (7mers)

Epinano replicate 1 46,628 8,739 15,990,176

Epinano replicate 2 603,275 94,046 TBD

Our own m6A data in progress 26,621 TBD



Prototype architecture using PyTorch
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Results

- Trained on ~30k samples (9mers)
- Training/test split:  90/10
- Accuracy:   0.661
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 Prec. Recall F1-score #

Nomod 0.819 0.687 0.747 4157

m6A 0.413 0.592 0.487 1548



Results
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Problems and Further Ideas

- Slow/bad data loading
- Data insufficient, e.g. k-mers with multiple As
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- Data preprocessing?
- Data filtering?
- Feature selection?
- Network architecture?
- Activation functions?



Conclusion and Outlook

- Available data is problematic
- Task appears learnable
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- Architecture prototyping
- Make more data!
- Punish those GPUs!

nvidia.com, kxly.com
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