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Abstract

A multitude of small non-coding RNAs (sRNAs) is encoded by bacterial genomes.
These sRNAs are heterogeneous in structure, function and size. The major-
ity of sRNAs functions as post-transcriptional regulators by means of specific
hybridization with the 5-untranslated region of mRNA transcripts, thereby
modifying the target transcript its ability to be translated.

At the moment about 150 sRNAs have been identified and functionally charac-
terized, with 80 of them found in Escherichia coli, leaving significant potential
for new isolations from other species. These will require extensive experimen-
tal analysis, which can be refined and accelerated by tools like RNApredator.

RNApredator [1], a web tool for prediction of sRNA targets, uses a dynamic
programming approach (RNAplex), to compute the best putative interaction
partners. A set of over 2155 genomes and plasmids from 1183 bacterial species
is available for selection as target.

Compared to web servers with a similar task, RNApredator takes the acces-
sibility of the target during the target search into account, improving the
specificity of the predictions.

Additionally, enrichment in Gene Ontology terms as well as changes in ac-
cessibilities along the target sequence can be done in fully automated post-
processing steps. This can provide clues about the biological function and the
influence on regulation of specific mRNAs by a sRNA.

The prediction sensitivity of the underlying dynamic programming approach
RNAplex is similar to that of more complex methods, but needs at least
three orders of magnitude less time to complete. This makes genome-wide
interaction-studies feasible.

RNApredator is available at http://rna.tbi.univie.ac.at/RNApredator and has
been published as journal article [1].
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Zusammenfassung

Bakterielle Genome codieren für eine Vielzahl von kleinen nicht-kodierenden
RNAs (sRNA), welche heterogen in Struktur und Funktion, als auch in ihrer
Größe sind. sRNAs besitzen regulatorische Eigenschaften, unter anderem
durch Hybridisierung mit messenger RNAs (mRNAs). Dabei kann durch
Bindung an den nicht codierenden 5’-Teil die Translatierbarkeit des Tran-
skriptes verändert werden.

Aktuell sind etwa 150 sRNAs identifiziert und funktionell charakterisiert, wobei
circa 80 davon aus Escherichia coli stammen. Dies lässt auf eine enorme Menge
bis jetzt nicht isolierter sRNAs in anderen Spezies schließen. Die Analyse
dieser sRNAs wird massive Anzahl von Experimenten benötigen, welche durch
Werkzeuge wie RNApredator vereinfacht und beschleunigt werden können.

RNApredator ist ein web-basiertes Werkzeug das die Simulation solcher Wech-
selwirkungen zwischen sRNAs und mRNAs ermöglicht. RNAplex welches auf
einer dynamic programming Stragie basiert wird dabei zur Berechnung der
besten moeglichen Interaktionspartner genutzt.

Verglichen mit anderen Web-Servern die ähnliche Funktionalität bieten, berücksichtigt
RNApredator intramolekulare Bindungen von sRNA und mRNA, was die
Genauigkeit der Interaktions-Vorhersage verbessert.

Darüberhinaus, kann die Anreicherung von Gene Onthology terms und Veränderung
von struktureller Zugänglichkeit bei Gruppen von ausgewählten mRNAs au-
tomatisch berechnet werden. Dies kann Anhaltspunkte für die biologische
Funktion der sRNA, bzw. ihren Einfluss auf einzelne Transkripte liefern.

Die Empfindlichkeit von RNAplex ist vergleichbar mit jener von komplexeren
Methoden, benötigt aber zumindest drei Größenordnungen weniger Rechen-
zeit, was die Anwendung auf genomeweite Interaktionsvorhersagen durchführbar
macht.

RNApredator kann über http://rna.tbi.univie.ac.at/RNApredator erreicht wer-
den und ist als Artikel veroeffentlich worden [1].
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1 Introduction

In the last years the perceived role of RNA has been fundamentally trans-
formed. What started as a rather curious in-between of DNA and Protein has
changed into a subject of major importance. Early on it has been recognized
that essential parts of the cellular machinery are driven by RNA-based compo-
nents, for example the ribosomes. The RNA world hypothesis [2] introduced
the idea that these molecules belong to the most ancient components of the
cell, being a heritage of a world where RNA molecules were responsible both
for storage of genetic information and for the correct cell function. In the curse
of evolution, RNA lost both of these functions: DNA supplemented RNA as
a stabler medium of storage for genetic information in most organisms, while
proteins imposed themselves as more versatile catalysts, leading to the alter-
ation of RNA to a simple messenger quietly transporting genetic information.

Many parts of the genome, specifically the ones not coding for proteins, have
been classified as ”Junk DNA” [3] in the past. At the time the first sequenced
genomes became available a lot of proteins were already characterized and
their biological relevance well established [4, 5, 6]. It seemed clear that once
the structure and function of proteins had been understood, all of the remain-
ing mechanisms would be easily derivable from that.

The isolation and identification of a growing number of non-protein-coding
RNAs transcribed from the junk DNA, bearing catalytic and/or regulatory
functions, shed a new light on the importance of the junk DNA. Since that,
a variety of experimental and bioinformatics-based approaches to detect and
characterize them have been developed.

Layers of cellular complexity have been revealed by this, which leads directly
to the motivation of this diploma-thesis. It became clear that there are RNA-
mediated regulatory circuits, present in all species, which are responsible for
key decisions in the cells reaction environment.

A bottom-up approach is best indicated to understand these systems as their
complexity increases drastically when moving along the taxonomic tree from
prokaryotic towards eukaryotic cells. Bacterial cells and their plasmids are
very useful to understand the basic concepts that govern the impact of RNA
on cellular regulation.

Generally small RNAs (sRNAs) influence gene expression by up-, or down-
regulation of either transcription or translation. The main focus of this work
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was to predict interactions of small regulatory non-coding bacterial RNAs with
messenger RNAs and investigate the consequences of such processes.

At the moment 80 sRNAs [7] are annotated in Escherichia coli and for many
of them binding partners and biological function have been analyzed, which
further underlines the scientific relevance of small RNAs.

After recapitulating the background for this class of molecules and the related
regulatory mechanisms, a web-based prediction tool and its program pipeline
will be presented. A discussion of the tools relevance, application and an
outlook will conclude this work.



3

2 Biological Background

To understand the overall picture an overview about gene expression is pro-
vided. The goal of this section is to establish the necessary biological back-
ground, to describe the role of small bacterial RNAs in the cell and to show
the complexity of the involved biological processes and why abstraction is nec-
essary to make these problems tractable.
This work is focused on bacteria, with most of the data originating from the
E. coli model organism. The bacterial variant of mechanisms is described in
the biological background. Archea and eukarya will be briefly discussed in the
outlook and discussion section, giving a perspective where else these methods
and tools applied to bacteria are relevant.

2.1 Gene expression

Our current understanding of gene expression is based on the central dogma of
molecular biology [8], which in essence describes the information flow between
different bio-polymers. Three principal classes of such molecules are known:
DNA, RNA and Protein. Each of them consists of different sets of monomers
which can be combined to form long sequences. The order of monomers within
the sequence is also what is relevant for the central dogma of molecular biology.

Figure 2.1: Central Dogma of Molecular Biology. The arrows denote the in-
formation flow between the molecule classes.

The classical view of gene-expression was that sequence information strictly
flows from DNA to RNA(via transcription) and then to Protein(via transla-
tion), as shown in Figure 2.1. Additionally to this we are nowadays aware of
the possibility of converting RNA information to DNA, by reverse transcrip-
tion.
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These macromolecules can then be characterized by applying four levels of
structural complexity [9]:

• Primary structure:
Sequence of monomer units in a linear polymer.

• Secondary structure:
Regular local folding pattern of a polymeric molecule.

• Tertiary structure:
Complex three-dimensional shape of a folded polymer chain, especially
for protein or RNA molecule.

• Quaternary structure:
Three-dimensional relationship of different macromolecules in a multi-
subunit protein or protein complex.

A detailed description of the three classes follows with focus on RNA.

2.1.1 DNA

Deoxyribunucleic acid (DNA) functions as the primary information repository
of all living organisms. It is duplicated by a process designated replication
before each cell division.

This molecule is stable and can be repaired in case of damage. The monomers
of DNA, called nucleotides consist of a nucleobase, D-deoxyribose and phos-
phate. They are connected with each other in a linear unbranched manner by
a covalent bond between phosphate of one monomer and sugar of the next one.
The carbon atoms forming the ring structure of the ribose molecule are labeled
by convention as follows: 1’ - connected to the nucleobase, 2’ - deoxygenated,
3’ - connected to the following nucleotide, 5’ to the previous nucleotide (Figure
2.2). A strand of nucleotides therefore has a direction from 5’ end to 3’ end.
DNA polymers in cells are enzymatically polymerized in the same direction.

Four nucleobases are generally found in DNA and can be differentiated in two
groups based on the ring structure of organic molecules. Those groups are
named Purine and Pyrimidine (see Figure 2.3) and both belong to the group
of heterocyclic aromatic organic compounds, which they are derived from.
Purines consist of a Pyrimidine ring fused to an Imidazole ring. Purine bases
are Adenine and Guanine. Pyrimidine bases are Cytosine and Thymine.
These are written as A, G, C, T respectively.

Primary Structure

Because only the nucleobases are different from monomer to monomer, it is
sufficient to write the sequence of nucleobases, e.g. ACGGTA, to define the
primary structure of a DNA molecule.



2.1 Gene expression 5

Figure 2.2: DNA double strand showing Adenin forming a base pair with
Thymin and Cytosin with Guanin. Directionality of the strands is
denoted with arrows. Numbers label the atoms of 2’-Deoxyribose.

N

N

N

N

H N

N

Purine Pyrimidine

Figure 2.3: Heterocyclic aromatic organic compounds. Purine consists of a
Imidazole Ring fused to a Pyrimidine ring.

Secondary Structure

The secondary structure of nucleic acids is defined by intra- or intermolecular
base pairing interactions. In biological context cellular DNA is usually in dou-
ble stranded (Figure 2.2) form, where two DNA polymers are bound to each
other via hydrogen bonds between the nucleobases.

The process of forming the double strand is known as hybridization, the re-
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versal as melting. The canonical configuration are Watson-Crick base pairs,
where Adenine forms base pairs with Thymine (2 hydrogen bonds) and Gua-
nine with Cytosine (3 hydrogen bonds) [10].

Base pairing behavior and the directionality are of importance for the inter-
pretation of the sequence information during transcription and translation.

Figure 2.2 shows the for bases on two different strands forming Watson-crick
base pairs. The directionality of both strands is inverted, the 5’ end of one
paired with the 3’ end of the other one, also known as anti-parallel.

Tertiary Structure

The tertiary structure is defined by the atom-coordinates of the DNA molecule
in 3 dimensional space. The DNA strands are wrapped around each other in
a helical configuration [11], where the bases are enclosed on the inside of the
helix, while the negatively charged phosphate backbone lies on the outside.

The formed structure possesses regularly repeating features like, minor and
major grove. These groves provide surface for interaction with other molecules.

Quaternary Structure

The quaternary structure encompasses the molecules that interact with the
DNA molecule, like proteins (e.g. RNA-polymerase, transcription factors,
DNA-polymerase), RNA (during transcription) and also DNA(replication and
recombination).
In eukaryotic cells the DNA double strands are bound to histon-proteins, which
allow a much more spatially condensed configuration of the DNA, known as
chromatin. Chromatin controls which parts of the DNA molecule are accessible
for transcription [12].

2.1.2 RNA

Primary Structure

Similarly to DNA, RNA is a polymer made of nucleotide monomers (nucleic
acid). The monomers also consist of phosphate, sugar (D-ribose) and a nucle-
obase. Three of the nucleobases are similar to DNA but Thymine is replaced
by Uracil (Pyrimidine-base). A further difference is that in contrast to DNA,
the RNA molecule is not deoxygenated at the 2’ Carbon-atom, as shown in
Figure 2.4.
The presence of this hydroxy-group has important implications for the chemical
versatility of RNA, which can also function in an enzymatic [13, 14] way often
referred to as ribozyme [15].
The primary structure of RNA is the sequence of nucleotides. It can rep-
resented by uppercase letters for each nucleobase(the variable part of the
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Figure 2.4: RNA double strand showing Adenine forming a base pair with
Uracile and Cytosine with Guanine. Directionality of the strands
is denoted with arrows. Numbers label the atoms of ribose.

monomers).

Secondary Structure

RNA is, in contrast to DNA, commonly found in single stranded form. This
allows the RNA molecule to form intramolecular nucleotide base pairs, yield-
ing complex secondary structures.

While only canonical base pairs were mentioned in context of DNA, also non-
canonical base pairs exist and have an important role in tertiary structure
formation.

A nucleotide has three edges [16] for interaction as shown in Figure 2.5.

Currently canonical base pairs established over the Watson-Crick edge and the
non-canonical Guanine-Uracil Wobble base pair [17] (Figure 2.6) are consid-
ered for secondary structure and interaction predictions. The remaining non-
canonical base pairs are not considered in the following bioinformatic part,
but may be essential for future approaches to RNA-RNA and RNA-Protein
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Figure 2.5: Nucleotide interaction can be established between every combina-
tion of edges shown above. Edges as recommended by Westhof and
Leontis [16].

interactions.

Figure 2.6: Guanine-Uracil wobble base pair is considered non-canonical and
establishes 2 hydrogen bonds between the nucleobases.

These base pair interactions allow us to characterize the major motifs of sec-
ondary structure [18], see Figure 2.7:

• Double Helices:
Double helices are formed by self-complementary base paired regions and
are further stabilized by stacking of adaject base pairs [19]. RNA helices
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are in A-conformation, due to their additional 2’-OH group, which results
in a deep major and a shallow minor groove [20].

• Internal Loops:
Unpaired nucleotides belonging to one(designated bulge) or two strands
between duplex regions. If the same number of unpaired nucleotides are
present on both strands the internal loop is classified as symmetric, in
the other case as asymmetrical.

• Hairpin Loops:
The 5’ and 3’ ends of a double helices connected with a loop of unpaired
or miss-matched nucleotides.

• Junction Loops/Multiloops:
Three or more double helices with linker sequences of size zero or larger
can form intersections designated junction loops or multiloops.

These motifs are often flanked by single stranded so called dangling ends at
the 5’ and/or 3’ end of the sequence.

Double Helix:

5' 3'

3' 5'

Junction / Multiloop:

5'

3'

5' 3'

3' 5'

Hairpin Loop:

5'

3'

Internal Loop:

5'

3'

5'

3'

Watson - Crick and GU Wooble Pairs (AU,UA,CG,GC,GU,UG)

Unmatched Nucleotides (A,U,G,C)

Missmatched Nucleotides (AA,CC,GG,UU,AG,GA,AC,CA,CU,UC)

Figure 2.7: RNA secondary structures adopted from [21] and [22]. The rep-
resentation is inspired by planar graphs (see 3.2.6).

RNA secondary structures can be interpreted as graphs which will be further
discussed in the bioinformatic background section [21].
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Tertiary Structure

Tertiary structure is defined by the atom-coordinates of the RNA molecule in
3D space. The hierarchical view of RNA folding is a useful abstraction [23]
for the bioinformatic approach because it postulates that secondary struc-
tures are formed rapidly by stronger non-covalent interactions compared to
tertiary structure, which follows slowly and does not induce further changes
in secondary structure. This allows to analyze these two abstraction levels
independently [24].
Determination of the tertiary structure occurs by:

• Long Range Intramolecular Interactions:
pseudo-knots, ribose zippers, kissing hairpin loops, tetraloop-tetraloop
receptor interactions, coaxial helices

• Intermolecular Interactions:
with ligands including metals, small molecules and macromolecules (Pro-
tein, DNA, RNA) [18].

Quaternary Structure

The quaternary structure defines the interaction partners of RNA molecules,
which are generally other RNAs, Proteins, DNA and small molecules. The
most prominent quaternary structure of an RNA can be found in the ribo-
some [25] which consists of several protein and RNA subunits.

2.1.3 Protein

Proteins, also called polypeptides, are not nucleic acids like DNA or RNA but
based on amino acid monomers. The cell deploys proteins to catalyze nearly
all reactions of metabolic pathways but also in mediating signals. Proteins are
chemically even more versatile than RNA because of the different residues of
its monomers. They are relevant for this work because their expression can be
regulated by small non-coding RNAs.

Primary structure

The primary structure of proteins is the sequence of its amino-acids, Figure
2.8.
Each amino-acid has an amino- and a carboxy-group between which the pep-
tidic bond is formed, leaving the amino group of the leading amino-acid (N-
terminus) and the carboxy-group of the terminal amino-acid (C-terminus) un-
bound. The protein is synthesized starting at the N-terminus, which has lead
to the convention to write amino-acid sequences in the same fashion using
either the one or the three letter code shown in Figure 2.8.
Due to the binding of the amino group to the next carbon atom (alpha-carbon)
following the carboxy-group the amino-acids found in cells (proteinogenic) are
designated alpha-amino acids. The amino-acids are linked covalently, in a
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Figure 2.8: Amino acid monomers grouped by chemical properties. The vari-
able side-chains are highlighted in green. Adopted from [26].

linear unbranched manner, over the so called peptide bond, which allows to
assign a direction to their sequence (N- to C-terminus).

Figure 2.9 shows a tripeptide, i.e. a protein consisting of three amino-acids.

Secondary Structure

Secondary structures of proteins are established by non-covalent hydrogen-
bond interactions between amino and carboxy-groups of the backbone [27].
The most common motifs are the alpha-helix and the beta-sheet. They can be
combined among themselves or with others so called super-secondary struc-
tures [28], like the coiled-coil.
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Figure 2.9: Tripeptide consisting of three amino acids connected by two pep-
tide bonds.

Tertiary Structure

Tertiary structure is defined by the atom-coordinates of the protein molecule
in 3D space. The reorientation of hydrophobic residues towards the core of
the protein is commonly an important driving force [29] in the folding of the
protein.

Quaternary Structure

The quaternary structure [30] defines the interaction partners of proteins which
are often assembled into larger complexes with other proteins, for example the
DNA-polymerase or membrane transporters. Also interactions with DNA and
RNA as mentioned before are common.

2.1.4 Transcription

Transcription is the production of RNA by polymerizing nucleotide monomers
according to a DNA-template. Both non-coding RNAs and coding RNAs, are
assembled by this process. This subsection describes transcription in bacte-
ria, with special focus on E. coli. Other species diverge from these mechanisms.

The optimal regulation of transcription is a crucial point in the survival and
proliferation of cells [31]. Apart from housekeeping genes which code for en-
zymes that are always needed to sustain the metabolism the majority of genes
is only required in certain conditions, like stress (starvation, temperature).
Transcribing currently unnecessary genes is not only a waste of energy and re-
sources for the cell, moreover it could have an effect adverse to the momentary
situation.
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The transcription unit contains the promoter which is essential for the initia-
tion of transcription, and several coding sequences, each coding for a protein.
In the case of several protein coding genes being transcribed to one RNA
molecule the transcription unit is called polycistronic, in the case of only a
single gene being encoded monocistronic is used. Polycistronic transcription
units are nearly exclusively found in bacteria.

Figure 2.10 shows a sequence of DNA also called transcription unit containing
all information and signals necessary to be transcribed.

URS TTGACA TATA CDS I CDS II CDS III Term

-35 -10

5'- -3'  

URS - Upstream Regulatory Sequence

CDS - Coding Sequence

Core Promotor
Transcription -Start

Figure 2.10: Schematic polycistronic transcription unit showing promoter, cod-
ing and terminator sequences. This stretch of DNA is transcribed
into 1 RNA molecule, but can then be translated to 1 or several
distinct protein molecules (polycistronic transcript).

Regions on the DNA strand in 5’ direction of the transcription start are known
as upstream and in 3’ direction as downstream. In contrast to eukaryotic cells
bacteria have only one RNA-polymerase. It consists of several protein subunits
and transcribes all cellular RNAs. RNA-dependent RNA-polymerases, which
have been introduced by bacteriophages, can be found in bacteria [32].

Initation

Initation is achieved by binding of the RNA-polymerase to the promoter.
There are different kinds of promoters for different types of transcription units.
Usually sets of transcription units with the same biological function share the
same promoter. The σ-subunit (σ-factor) of the RNA-polymerase that is re-
quired for promoter-specificity is variable. By using different σ units depending
on the current situation of the cell it is possible to switch whole sets of tran-
scription units and corresponding genes on and off. This situation dependency
is also a feature of small RNA mediated regulation.
Three examples from E. coli describing a general and two specific σ factors:

• σ70-factor
General factor that binds to promoters of housekeeping genes consisting
of the -10 and -35 boxes upstream of the transcription start as shown in
Figure 2.10.

• σ32-factor
Specific factor for heat shock proteins
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• σ28-factor
Specific factor for motility and chemotaxis

The assembled RNA-polymerase subunits excluding the σ-subunit are desig-
nated as core enzyme and including the σ-subunit as holoenzyme.

Besides the core promoter, upstream regulatory sequences can influence tran-
scription. Proteins bound to these sites can down-regulate transcription by
e.g. blocking the core promoter, or up-regulate by actively recruiting the
RNA-polymerase to the promoter.

By binding of the RNA-polymerase to the promoter, the closed complex is
formed and converted to the open complex by melting of the DNA double-
strand. This forms the transcription bubble which allows to match comple-
mentary nucleotides to the template DNA strand.

Then the first nucleotides can be polymerized which is the onset of elongation.
Until the RNA-polymerase has left the promoter region this is referred to as
promoter clearance.

Elongation

A fundamental concept is that nucleic acids are elongated by RNA-polymerase
from 5’ to 3’ direction while the template strand is read from 3’ to 5’ (Figure
2.11). The reading occurs by matching of complementary nucleotides while
the elongation is based on covalently linking the matching new nucleotide-
triphosphate in an exogenic reaction to the 3’-OH group of the last nucleotide‘s
ribose with elimination of a diphosphate.

3' - TCACCGTATGCTATCTACTAGTCAACACACGACA
TACACT - 5'     template strand

5' - AGTGGCATACGATAGATGATCAGTTGTGTGCTGTATGTGA - 3'     coding strand

5' - AGUGGCAUACG -3' growing RNA strand

Figure 2.11: Transcription represented by growing RNA that is complementary
to the DNA template.

This means that the RNA strand is similar to the coding strand of the DNA
(with the exchange of Thymine to Uracil and 2’-deoxyribose being replaced by
ribose) but grows by matching it to the template strand. Therefore it is not
only necessary to know the genomic coordinates on which a gene or transcript
of interest is encoded, but also which strand it is on.

The nucleotides in the growing RNA strand are not always complementary.
This error can be corrected by proofreading:

• Hydrolytic Editing [33]:
RNApolymerase moves some nucleotides back from the end of the grow-
ing RNA and removes the miss-matching nucleotide.
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• Pyrophosphorolytic Editing [34]:
corrects the last incorrectly added nucleotide by replacement with py-
rophospate.

An other effect resulting from transcription, known as supercoiling, should be
mentioned. While the major energy cost of polymerization is contributed by
the added nucleotide-triphosphates, additional energy is needed to compen-
sate for compression of the coiling in front of the active RNA-polymerase by
releasing tension with an enzyme class called topoisomerase [35].

Termination

Once the termination signal at the end of the transcript is reached there are
two different ways to terminate the transcription:

• Rho dependent termination [36]:
The transcribed RNA has binding-sites for the Rho protein which ac-
tively pulls the RNA out of the RNA-polymerase. This is achieved by
moving along the polymerizing RNA with a speed higher than the grow-
ing speed of the chain.

• Rho independent termination [37]:
A stem-loop structure followed by poly-uracil is transcribed. The stem-
loop is more stable than the poly-uracil still bound to the DNA which
pulls the remaining RNA out of the RNA-polymerase and thereby ter-
minates the transcription.

The products of transcription(mRNA, rRNA, tRNA and small RNA) are dis-
cussed in context with translation in the next section.

Degradation of RNAs

The importance of having the necessary genes for the current situation ex-
pressed has been mentioned before. But the environment of a cell keeps chang-
ing and it is necessary to degrade or disable existing transcripts that are no
longer needed. One way to do this is the Degradosome found in Escherichia
coli, which is a complex formed by three enzymes [38]:

• RNAase E:
Large multidomain protein with ribonucleolytic activity at the N-terminus.
The C-terminus binds PNPase and enolase. Serves as scaffold for the
complex.

• PNPase:
Polynucleotide phosphorylase with 3’ exoribonuclease activity.

• RNA helicase:
DEAD-box RNA helicase which is strongly activated upon binding to
RNAase E. Used to unwind structured RNAs.

The half-live of an RNA in E. coli is between 30s and 20 min [38].
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2.1.5 Translation

Translation is the production of protein by polymerizing amino-acids according
to an RNA-template. This subsection describes translation in bacteria, with
special focus on E. coli. Other species diverge from these mechanisms. Bacte-
rial sRNAs usually influence translation, therefore this step will be described
in greater detail. Transcription in bacteria is directly coupled to translation.
There are four major components involved in translation:

• The Ribosome:
The fully assembled prokaryotic ribosome is designated 70S due to its
sedimentation-coefficient of 70 Svedberg units during centrifugation. It
consists of a large 50S (containing 23S rRNA, 5S rRNA and about 20 pro-
teins), containing the DC (Decoding center) and a small 30S (containing
16S rRNA and more than 30 proteins) subunit, containing the peptidyl
transferase center (PTC) [39]. The catalytic core forming the peptide
bond is built from RNAs which classifies the ribosome as ribozyme [40].

• tRNAs [41]:
tRNAs short for transport RNAs are RNAs loaded with amino-acids.
They function both as adapter by translating the genetic code to amino-
acids and as transporter. The different tRNAs share a specific 3 di-
mensional structure which allows them to fit in the acceptor (A) and
peptidyl-site (P) of the ribosome.

• mRNA:
The mRNA is transcribed by RNApolymerase as described above. It
serves as template for the translation process. A stretch of mRNA se-
quence can either be coding or non-coding which is also referred to as
UTR (untranslated region).

• Protein:
Protein is the product of the translation process.

Before the translation initiation an activation step for the tRNAs is needed,
which loads them with the appropriate amino acid.

Initation

There are three different messenger RNAs shown in Figure 2.12, each repre-
sentative for a different mode of translation initiation in bacteria [42].
To explain translation the concept of the genetic code needs to be introduced.

Genetic code Translation is based on the genetic code [44], which is used
to convert a RNA sequence to an amino-acid sequence. three consecutive
nucleotides in the RNA sequence form a so called codon. There are four
different nucleotides for each position in the codon sequence resulting in 64
different possible combinations. The genetic code is redundant, as several
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SD CDS T5'- -3'  

CDS - Coding Sequence             S - Start Codon

Start
5' -UTR

Start - Translation Start

CDS T5'- -3'  

Start
5' -UTR

CDS T5'- -3'  

Start

3' -UTR

3' -UTR

UTR - Untranslated Region T - Terminator

S

S

S

I.

II.

III.

Figure 2.12: Schematic representation of bacterial mRNAs. The mRNA la-
beled I. features a 5’ UTR with a so called Shine-Dalgarno (SD)
sequence [43] and is used in the SD-dependent initiation. The
transcript labeled II has a short 5’UTR that is utilized in SD-
independent Initation. The III mRNA has no 5’-UTR and is used
in leaderless initiation.

codons are interpreted as the same amino acid. Despite this, the code is not
ambiguous, as one codon is always interpreted in the same way. Additionally
there are codons with special meaning such as start and stop codon. The
translation code below (Figure 2.13) is specific for E.coli, in other species it is
resemblent but not necessarily equal [45].
Two of the amino-acids (Pyrolysine, Selenocystein) mentioned during the de-
scription of proteins are not included in this table. They are encoded under
special circumstances by STOP-codons [46].
The term reading frame defines which triplets of nucleotides in a specific se-
quence are interpreted (see Figure 2.14) as codons. Essential for the formation
of the initiation complex is the binding of initiator-tRNA (tRNAi, usually
fMet-tRNA) to the start codon.

Shine Dalgarno sequence dependent initiation This is the canonical and
most frequently used way of translation initiation (Figure 2.15). First the
preinitiation complex is formed which transists to the initiation complex by a
process called mRNA adaption [39].
The preinitiation complex is formed from the 30S subunit of the ribosome
which is dissociated from the 50S subunit by Initation Factor (IF) 3. Then
IF2 and IF1 subsequently bind to the small subunit. In the next step the
initiation-tRNA and the mRNA are assembled into the complex.
The interaction of the mRNA and the 30S subunit is mediated by the formation
of an RNA-RNA duplex between the SD sequence and a complementary anti-
SD sequence located in the 3’ region of the 16S rRNA [43]. The part of mRNA
participating in the initiation step is designated translation initiation region
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Codon 

UUU

UUC

UUA

UUG

CUU

CUC

CUA

CUG

AUU

AUC

AUA

AUG

GUU

GUC

GUA

GUG

Amino Acid
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Phe
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Leu

Leu

Leu

Leu
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Ile

Ile
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Val

Val
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UCG

CCU
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CCA

CCG

ACU

ACC

ACA

ACG

GCU

GCC

GCA

GCG

Amino Acid

Ser

Ser

Ser

Ser

Pro

Pro

Pro

Pro

Thr

Thr

Thr

Thr

Ala

Ala

Ala

Ala

Codon 

UAU

UAC

UAA

UAG

CAU

CAC

CAA

CAG

AAU

AAC

AAA

AAC

GAU

GAC

GAA

GAG

Amino Acid

Tyr

Tyr

Stop

Stop

His

His

Gln

Gln

Asn

Asn

Lys

Lys

Asp

Asp

Glu

Glu

Codon 

UGU

UGC

UGA

UGG

CGU

CGC

CGA

CGG

AGU

AGC

AGA

AGG

GGU

GGC

GGA

GGG

Amino Acid

Cys

Cys

Stop

Trp

Arg

Arg

Arg

Arg

Ser

Ser

Arg

Arg

Gly

Gly

Gly

Gly

Figure 2.13: Amino acid code adopted from [45] Each of the codons is in-
terpreted by the translation machinery as amino acid or special
signal, as shown in the corresponding second column.

5' - AUGUUUUUAAUUGUUUCUCCUGGGUGUCGAUGA - 3'     mRNA

N-term - Met Phe Leu Ile  Val Ser Pro Gly   - C-term growing protein

Figure 2.14: Translation represented by matching amino acids of a growing
protein with the according codons.

(TIR - Figure 2.16). Several factors marked in Figure 2.16 with upper-case
letters influence the strength of a TIR [39]:

• Sequence of the start codon (A)

• Spacing between SD and start codon (B)

• Nonrandom distribution of nucleotides surrounding the TIR (enhancer,
C)

• mRNA secondary structure elements present in the TIR (D)

Variation of these parameters can make the binding between TIR and ribo-
some weaker. In this case, additional interactions, for example between an
optional pyrimidine-rich region in the 5’UTR and ribosomal protein S1 [47],
are necessary to establish the preinitiation complex.
Once this first preinitiation step is made the mRNA is accommodated in the
preinitiation complex by a much slower process. This places the mRNA into
the final mRNA channel [39]. Then the start codon-anticodon interaction with
the initiator tRNA is formed and the 30S initiation complex is completed.
Finally the 50S subunit docks to the 30S initiation complex and IF1 - 3 are
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Figure 2.15: The figure shows an overview for translation initiation . The step-
wise assembly of the different components is shown. With kind
permission from Springer Science+Business Media: [39], Figure 1

5' 3'

mRNA

Protein S1

UCCUCCA AUG

AGGAGGU3'

16S rRNA

UAC

tRNAi

30S ribosomal subunit

coding

SequenceEnhancer(C)

secondary structure(D)

spacing(B)
start codon(A)SD

aSD

Figure 2.16: Translation initiation region with bound 30S subunit and fMet-
tRNA. Secondary structure, enhancer and SD are optional re-
gions. Adopted from [47]

released. The complex is now called 70S initiation complex. The 70S initiation
complex is committed to the start codon and tRNA because during the release
of the IF2 intrinsic GTP is hydrolyzed to GDP and inorganic Phosphate.
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The whole initiation complex assembly is controlled by the three initiation
factors:

• Initation Factor 1 (IF1):
Blocks the acceptor site of the ribosome during initiation [48]

• Initation Factor 2 (IF2):
Selects for tRNAi binding [49]

• Initation Factor 3 (IF3):
Discriminates against elongator tRNAs binding instead of the fMet-
tRNAfMet [50] Dissociation of S50 subunit.

With the 70S initiation complex established the ribosome can proceed to elon-
gation.

Shine Dalgarno sequence independent initiation A significant part of ana-
lyzed prokaryotic genomes has open reading frames with SD free 5’ UTRs [51].
There are different mechanisms [42] involved in triggering SD independent ini-
tiation, some of them dependent on ribosomal protein S1 [52] or fully assembled
70S ribosomes [53].

Leaderless initiating The assembled 70S ribosome binds the start codon di-
rectly. [42] Additional factors can be necessary for initialization. In general
leaderless mRNA translation can be initialized in all cells [54], which would
also present a means for horizontal gene transfer, mediated by viruses and
transposons [55].

Elongation

Figure 2.17 shows a complete cycle of translation elongation [56]. The ribo-
some has 3 sites in which tRNAs can be bound. In the first round of elongation
the imitator-tRNA is bound at the peptidyl (P)-site to the start codon of the
mRNA. The acceptor (A)-site that has been blocked by IF2 is now free for
docking of new aminoacylated tRNAs. These tRNAs form a ternary complex
with Elongation Factor Tu and GTP. The binding of a complementary ternary
complex to the A-site triggers GTP-hydrolysis by EF-Tu. This is followed
by dissociation of EF-TU + GDP from the complex and accommodation of
tRNA. The combination of steric recognition [57] of the tRNA and kinetic
proofreading [58] is responsible for low error rates. 2 red arrows indicate possi-
ble points for rejection of non-matching tRNAs. Accommodation describes the
orientation of the aminoacylated tRNA towards the peptidyl transferase site of
the large subunit. Then the amino-acid is cleaved from the initiator tRNA by
deacylation and transferred to the tRNA bound in the A-site. Subsequently
EF-G + GTP binds and translocate s the deacylated tRNA to the exit-site and
the peptidyl-tRNA from the A-site to the P-site by hydrolyzing GTP. EF-G
dissociates and the ribosome is ready for the next round of elongation, where
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the deacylated tRNA bound in the E-site will be ejected and the di-peptide
now attached to the P-site tRNA can be further extended [56].

Figure 2.17: Figure shows an overview for translation elongation. A shows
the selection of the correct tRNA and proofreading. B shows
the petite elongation by amino acid transfer and the preparation
for the next cycle. Reprinted from [56], with permission from
Elsevier.

Elongation factors:

• Elongation factor Tu (EF-Tu):
Facilitates binding of correct tRNAs. [56]

• Elongation factor Ts (EF-Ts):
EF-Ts is a Guanine Exchange factor(GEF) and recycles EF-Tu by ex-
change of bound GDP against GTP. [59]

• Elongation factor G (EF-G):
Catalyzes the translocation step. [49]

Termination

Elongation proceeds until a stop codon is reached (Figure 2.18). The stop
codon is recognized by a release factor (RF1 or RF2) which binds to the ribo-
some. This causes hydrolytic bond cleavage between the protein-chain and the
tRNA bound in the P-site. Then optionally RF3 then joins the complex which
requires the hydrolysis step of RF1/2 to bind GTP [60]. This causes RF1/RF2
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to dissociate from the ribosome and GTP hydrolysis finally causes the release
of RF3 [56]. The ribosome still has the mRNA and the tRNA bound and
is disassembled (Ribosome recycling) into the large and small subunit(with
tRNA and mRNA) by interaction with ribosome recycling factor (RRF)and
EF-G + GTP. An alternative pathway with dissociation of the 70S ribosome
from tRNA and mRNA has also been reported [61]. In both cases the GTP
bound by EF-G is hydrolyzed. The 30S subunit with tRNA and mRNA is
bound by IF3 which causes release of the deacylated tRNA. This prepares the
ribosome for the next round of translation. Termination factors [56]:

Figure 2.18: Figure shows overview for translation termination. The binding
of the release and recycling factors is shown. The ribosome can
be disassembled into subunits or striped of translation factors.
Reprinted from [56], with permission from Elsevier.

• Release factor 1 (RF1):
Recognizes UAA and UAG stop codon and belongs to class I release
factors.

• Release factor 2 (RF2):
Recognizes UAA and UGA stop codon and also belongs to class I release
factors.

• Release factor 3 (RF3):
Is a GTPase and binds GTP when associated to the ribosome upon tRNA
deacetylation caused by RF1 or 2. GTP uptake leads to RF1/2 release
from the ribosome and hydrolysis to dissociation of RF3 itself.
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• Ribosome recycling factor (RRF):
Facilitates in combination with EF-G + GTP ribosome subunit dis-
assembly or dissociation of mRNA and deacylated tRNA from S70 ri-
bosomes.

Degradation of proteins

Degradation of proteins that are deteriorated or otherwisely detrimental for the
cell, is an essential feature. Proteins with incorrect folding or a special tag, for
example on the N-terminus (N-end rule) [62], are designated for disassembly.
Many prokaryotic and eukaryotic cells rely on proteolytic machines belonging
to the AAA+ (ATPase associated with various cellular activities, for exam-
ple 23S proteasome or Clp protease) super-family [62] for protein degradation,
which unfold the target protein in the first step and decompose it in a con-
trolled manner with active groups in their interior. But the effects of protein
degradation are more diverse than this, an other illustrative example is the
anti-sigma factor. By degrading a transcription factor with a specific protease
the transcription of a whole set of genes can be shut down at once. Mecha-
nisms like this can also complement the function of small RNAs as described
below.
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2.2 Regulatory non-coding RNAs

This work is focused on small non-coding RNAs in bacteria (sRNAs). Non-
coding RNAs with comparable function, among others [63], exist in eukarya
and will be briefly discussed in the outlook. other ncRNAs, some with com-
parable function Generally regulatory sRNAs can be divided into two classes
depending on their mode of action [64]. tRNAs and rRNAs are excluded. SR-
NAs binding to Proteins and ncRNAs interacting with messenger RNAs. Both
of them enable the cell to react to changing environmental conditions (adap-
tion) by regulating expression of effector and regulatory proteins [64]. Figure
2.19 shows an overview of sRNA action on gene expression [65].

Transcription initiation

Transcription elongation

RNA stability

mRNA translation

6S RNA

cis-encoded antisense RNAs

trans-encoded antisense RNAs

CsrB/RsmY RNAs

cis-encoded antisense RNA

cis-encoded antisense RNAs

trans-encoded antisense RNAs

CsrB/RsmY RNAs

positive regulation
negative regulation

Legend:

Figure 2.19: Overview of ncRNA action on gene expression adopted from [65].

The focus of this work is on ncRNAs interacting with messenger RNAs.

2.2.1 ncRNAs interacting with messenger RNAs

sRNAs can influence translation and degradation of proteins and can therefore
control the total level of concentration of certain proteins. They facilitate
a rapid adaption upon transcription because of their relative shortness and
because they do not require the additional step of translation to be functional.
sRNAs can bind to and affect multiple targets, causing a cascade of signals
and therefore ensuring a strong response. Approximately 80 small sRNAs have
been identified in E. coli and only 60 in other prokaryotic species [7]. There is
huge potential for identification and characterization of small RNAs in other
bacterial species.
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Description

The mRNA binding small regulatory non-coding RNAs of interest for this
work, also referred to as sRNAs (small RNAs), have the following features:

• non-coding:
The sRNA transcripts are with few exceptions [66, 67] not coding for
proteins. Untranslated regions of mRNAs are, despite their regulatory
properties, not considered as sRNAs because they are located on the
same transcript.

• small:
Bacterial small RNAs are generally expected to be shorter than 300
nucleotides [68].

• trans-acting:
Regulatory ncRNA that is not transcribed from the same locus as its
target mRNA [64].

• cis-acting:
Cis-acting small RNA targets are transcribed from the same locus as
their target and trivially predictable through perfect complementarity.

sRNA are either transcribed or processed from already existing transcripts
(e.g. GlmZ in E.coli) [68, 69].

Mechanism

The sRNA can either have an activating or inhibiting effect on translation.
Furthermore the region of base pairing (TIR, coding region, 3’UTR), involve-
ment of Host factor Q (HfQ)-like proteins and potential degradation are of
interest. sRNAs bind to mRNAs and form short duplex structures, often
including bulges. The shortness of these interactions enables one sRNA to
target several cognate mRNAs. Generally translation inhibition/activation is
achieved by TIR trapping/freeing [64].

HfQ HfQ is a member of the SM-Protein family [70] and serves as RNA-
chaperon. It is highly conserved, forms a hexameric ring structure and pro-
motes the base pairing of several sRNAs to its target, including DsrA, RprA,
Spot42 and many more [71]. No HfQ-dependent sRNA-mRNA interactions
have been found in Gram positive bacteria. This could be a possible indicator
for the presence of a homologous protein or sufficiency of base pairing without
a mediator [64].

Translation activation Two classes of translation activation by sRNAs are
known [64]:
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• Structural changes:
Binding upstream of the TIR on the 5’-UTR causes an increase in struc-
tural accessibility of the Shine-Dalgarno sequence, enabling translation
(Figure 2.20). An example for this mechanism is the trans-acting sRNA
DrsA found in E. coli [72].

5'-UTR 3'-UTR
+sRNA

30S

I. Binding obstructed

5'-UTR 3'-UTR

pIC

30S

pIC

Legend:

UTR - untranslated region     small RNA 

pIC - preinitation complex     coding sequence 

                                              Shine-Dalgarno sequence  

II. Translation initation

Figure 2.20: Translational activation by increase of structural accessibility.

• Stabilization:
sRNA binding blocks RNAse activity (Figure 2.21). In case of E.coli
GadY base pairing to the 3’UTR of GadX mRNA, which is of variable
length due to a missing Rho-independent terminator hairpin, degradation
of the transcript by RNAaseII or polynucleotidephosphorylase could be
inhibited by forming a duplex [73].

5'-UTR 3'-UTR
+sRNA

I. Degradation

3'-UTR

RNAase

Legend:

UTR - untranslated region     small RNA 

coding sequence                                               

II. Stabilization

5'-UTR

RNAase

Figure 2.21: Translational activation by stabilization.

Translation inhibition Reported mechanisms for translation inhibition are [64]:

• Base pairing with functional regions of mRNA:
TIR/SD:
Base pairing overlapping with the initiation region blocks binding of the
initiation complex (Figure 2.22). OxyS sRNA and fhlA in E. coli is
regulated in this manner [74]. Other examples include pairing with a
C/A-rich regions upstream of the TIR (GcvB [75]), possibly acting as
enhancer.



2.2 Regulatory non-coding RNAs 27

30S

pIC

5'-UTR 3'-UTR
+sRNA

I. Translation

3'-UTR

Legend:

UTR - untranslated region     small RNA 

pIC - preinitation complex      coding sequence

                                               Shine-Dalgarno sequence                                               

II. Blocking

5'-UTR

30S

pIC

Figure 2.22: Translational inhibition by blocking functional regions.

• Structural changes:
Pairing of SR1 to the coding region of AhrC [76] in E. coli causes struc-
tural changes in TIR, blocking the binding of the ribosome (Figure 2.23).

30S

pIC

5'-UTR 3'-UTR
+sRNA

I. Translation

3'-UTR

Legend:

UTR - untranslated region     small RNA 

pIC - preinitation complex      coding sequence

                                               Shine-Dalgarno sequence                                               

II. Str ct al c an

5'-UTR

30S

pIC

Figure 2.23: Translational inhibition by structural changes.

• Degradation:
The binding of sRNAs is sufficient to inhibit translation, but additional
degradation of the RNA, by creating binding motives for RNases, is pos-
sible and makes the inhibition irreversible [77] (Figure 2.24). RNAse III
and RNAse E are associated with this mechanism. In case of RNAse
E a complex with HfQ and ncRNA can be formed for specific degrada-
tion [64].

2.2.2 ncRNAs interacting with proteins

ncRNAs can bind to proteins to cause a regulatory effect. Protein/RNA in-
teractions, due to their complexity, are difficult to model and therefore not
considered in this work. While ncRNAs interacting with mRNAs influence
translation, this can also directly affect transcription. An example from E.
coli is transcription reprogramming by SsrS (6S RNA) [64]. As described
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Figure 2.24: Small RNA mediated RNA degradation.

above the RNApolymerase core enzyme gains promoter specificity by forming
a holoenzyme with a σ-factor. SsrS binds to the σ-factor 70-holoenzyme that
provides affinity to housekeeping gene promoters and alters the subset of genes
transcribed [64]. The SsrS-sensitive promoters are down-regulated during the
stationary phase. The conserved secondary structure of SsrS resembles the
’open complex’ of translation initiation, which leads to competition between
SsrS and promoters for binding with the RNApolymerase holoenzyme. This
similarity also enables the holoenzyme to transcribe a short stretch of SsrS to
synthesize product RNA (pRNA), as soon as sufficient nucleotides are available
on outgrowth of the stationary phase [78].
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3 Bioinformatics

RNApredator uses RNAplex to predict RNA-RNA interactions in silico, based
on structural accessibilities calculated by RNAplfold. RNAplex and RNAplfold
build on concepts drawn from RNA folding. The focus of this section will be
on algorithms for RNA-RNA interaction.

3.1 RNA-Bioinformatics

The high structuredness of RNA secondary structure (compared to, say, pro-
teins) allows for efficient modeling approaches to happen on this level instead
of having to model full three-dimensional molecules [24].

• Primary structure:
The sequence of nucleotides can be treated as a sequence of symbols.
The information contained in primary structure is sufficient to address a
lot of questions, but lacks structural information that is highly relevant
for biological function.

• Secondary structure:
Secondary structure can be represented as list of base pairs or as an
outer-planar graph assuming that no pseudoknots are present [79]. The
vertices of the graph represent the nucleotides, while the edges represent
backbone bonds and base pairs.

• Tertiary structure:
Tertiary structure itself can mean a full atomic-scale model, but often
reduced representations are used. As the determination of tertiary struc-
ture is a very hard problem for RNA, work has focused on secondary
structures [24].

3.2 RNA Folding

RNA folding based on minimal free energy provided the foundation for the
algorithms used for RNA-RNA interaction prediction used by RNApredator.

Generally RNA folding of secondary structures can be based on comparative
sequence analysis or free-energy based [80]. The first algorithms for secondary
structure prediction were based on a physics-based model [81, 82]. Another
algorithm that relied on maximization of base-pairs using an dynamic pro-
gramming approach [83] followed. These strategies were combined into RNA
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folding that considers thermodynamic stability and stacking energies, while
using a dynamic programming approach [84].
The folding recursion [85] and energy parameters presented are as implemented
in the Vienna RNA package [86].

3.2.1 Additive energy model

The standard additive energy model is used to compute the energy of a given
structure. The bounded faces forming the unique minimum cycle basis of
the outer-planar graph [85] used to represent the RNA molecule are called
loops in this context. Loops form the units of the additive energy model and
have a direct biophysical interpretation as entropically destabilizing elements
or stabilizing stacked base pairs [85].
The RNA sequence x considered has a length of n. At sequence position k
the nucleotide is denoted by xk. The subsequence (xk, ..., xl) is represented
by x[k,l]. In the folding recursions below we will require energy parameters
for hairpin loops H, interior loops I and multiloops M. These depend on
the loop type, length and sequence and have been measured with melting
experiments [87, 88]. Visualizations of the loop types are shown in Figure 2.7.
The closing pair (k, l) uniquely determines the hairpin loop H. This base-pair
and the number of unpaired nucleotides contribute to the parameter H.
The interior loop I is determined by two enclosing base pairs. Its energy
parameter consists of the base pair energies and the energy of the unpaired
bases enclosed by them.
Multiloops M have 2 or more branches B not including the branch with the
enclosing base pair. M is constructed from contributions by branches, un-
paired bases enclosed by the branches and a energy contribution to close the
complete loop.
Despite being implemented in the Vienna RNA package [86] dangling end
contributions are not included in the recursions below for reasons of clarity.

3.2.2 Folding recursion

RNA Folding is an essential precursor for physics-based RNA-RNA interaction
prediction algorithms. The possible set of structures of the RNA molecule is
decomposed into a set of substructures that are defined on subsequences. This
energy-directed folding is solved by dynamic programming algorithms. The
decomposition is conducted in a way that each possible structure is counted
only once, which is fundamental for sub-optimal folding and computation of
the partition function [89]. For linear molecules the Vienna RNA package
folding algorithm computes the following arrays for i < j:

x[i..j] subject to the constraint that x[i, j] is part of a multiloop and has exactly
one component, which has the closing pair i, h for some h satisfying i ≤ h < j.
In summary, the recurrences to compute the minimal free energy folding al-
gorithm [84] for linear RNA molecules as implemented in the Vienna RNA
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Fij free energy of the optimal substructure on the subsequence x[i..j]
Cij free energy of the optimal substructure on the subsequence x[i..j],

subject to the constraint that i and j form a base-pair
Mij free energy of the optimal substructure on the subsequence x[i..j],

subject to the constraint that x[i, j] is part of a multiloop and has at
least one component, i.e., a sub-sequence that is enclosed by a base-pair

M1
ij free energy of the optimal substructure on the subsequence

Table 3.1: Arrays used in the folding recursion, taken from [85]

package [86] are:

Fij = min{Fi+1,j, min
i<k≤j

(Cik + Fk+1,j)}

Ci,j = min{H(i, j), min
i<k<l<j

Ckl + I(i, j; k, l), min
i<u<j

Mi+1,u + M1
u+1,j−1 + a}

Mij = min
i≤u<j

(u − i)c + Cu,j + b, min i < u < jMi,u + Cu+1,j + b,Mi,j−1 + c}

M1
ij = min{M1

i,j−1 + c, Cij + b}

Table 3.2: Folding recursion adopted from [85], each line of the table is showing
a part of the structure decomposition

The recursion is initialized as follows Fii = 0, Cii = Mii = M1
ii = +∞. The

memory consumption is O(n2). Restriction of total interior loop length to
(j − l − 1) + (k − i − 1) ≤ 30 leads to a time complexity of O(n3). Addi-
tional restrictions are necessary to consider only canonical structures with this
algorithm, as implemented in the Vienna RNA package [86]. For details con-
sult [85]. Once the minimum free energies are computed, structures can be
obtained with backtracking. The structure is expressed as list of base-paring
edges.

3.2.3 Partition function

The partition function is a necessary prerequisite to compute structural acces-
sibilities, which improve the sensitivity of RNA-RNA interaction predictions.
The partition function Z yields information for the ensemble of RNA struc-
tures. The frequency of specific secondary structures or the probability of
certain bases forming pairs can be computed with it.

In equilibrium, a specific structure S occurs proportional to its Boltzmann
factor ξ = exp(−E(S)/RT ) [24]. The partition function(see Equation 3.1)
represents the ensemble by summing up the Boltzmann factors of all (sec-
ondary) structures for the sequence.

Z =
∑

S

exp(E(S)/RT ) (3.1)

T is the absolute ambient Temperature in Kelvin and R is the molar gas con-
stant. As additivity of free energy causes multiplicativity of the contributions
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to the partition function [90] we can transform the folding recursion (see 3.2.2)
to calculate the partition function. This is done by replacing maximum op-
erations with sums, sums with multiplications and energies with Boltzmann
factors [24]. It is essential that structures are only considered once in the
partition function.

3.2.4 Base pairing probability

For RNA-RNA interactions it is of great interest in which conformation the
molecules reside before interaction. The partition function allows us to com-
pute the probability for a single specific base-pair (i, j) in the sequence [i, j].
The original strategy [91, 90] to compute the probability pij that i and j pair
in thermodynamic equilibrium is as follows [91]:

pij =
Z1,i−1Ẑi,jZj+1,n

Z1,n

+
∑

k<i

∑

l>j

pklΞij,kl (3.2)

The partition function Zij represents all secondary structures on the interval

[i, j], while Ẑij denotes the partition function with the constraint that i and j

base-pair. Ξij,kl is the ratio of Ẑij,kj and Ẑk,l with the constraint that both i, j
and k, l base-pair [91]:

Ẑij,kl = Zk+1,i−1ẐijZj+1,lξkl (3.3)

Energies depend only on individual base-pairs in the simplest case, where ξkl

is the Boltzmann factor for the closing base pair (k, l) [91]. Implementations
consider the full energy model (see 3.2.2) [87, 89], not the minimal example
given above.
Instead of directly using this approach, we used fixed sequence window recur-
sions as implemented in RNAplfold [91].

3.2.5 RNAplfold

The simplest way to compute accessibilities is to forbid base-pairing for a cer-
tain stretch of nucleotides and divide the resulting restricted partition function
by the unrestricted one[92]. This approach has a time complexity of O(n5) for
all n2 possible intervals, where n is the sequence length. Stochastic sampling
of structures to calculate accessibilities introduces sample errors, but requires
only O(n3) [93].

The RNAplfold approach runs in the same efficiency class O(n3) but without
sampling errors[94].
RNAplfold uses a localized partition function Zu,L

ij over all secondary struc-

tures on the interval [i, j] for the folding of sequence window [u, u + L]. Ẑu,L
ij

additionally has the constraint that i and j pair. pu,L
il is the probability of base-

pairing between i and j, for folding this window. Ẑu,L
ij is independent of external
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structures if the subsequence is part of the folded sequence window [91]:

Zu,L
ij =

{

Zij if [i, j] ⊆ [u, u + L]

0 otherwise
(3.4)

pu,L
il is also 0 if [i, j] ⊆ [u, u + L]. This enables the restriction of Equation 3.2

for a sequence window [u, u + L] [91]:

pu,L
ij =

Zu,L
1,i−1Ẑ

u,L
i,j Zu,L

j+1,n

Zu,u+L

+
∑

k<i

∑

l>j

pu,L
kl Ξu,L

ij,kl =
Zu,i−1Ẑi,jZj+1,u+L

Zu,u+L

+
∑

k<i

∑

l>j

pu,L
kl Ξij,kl

(3.5)

This yields a table with pu,L
ij that can be further processed.

To use the RNAplex we have to transform the probabilities to energies Gij.
This is possible by considering the following equation [95] that gives the energy
for an unpaired binding motif, which is substituted by its localized equivalent
from RNAplfold pu,L

ij [91].

∆G = (−1/RT )(ln(Zu[i, j] − lnZ) = (−1/RT ) ln pu,L
ij (3.6)

We get a table with opening energies for all nucleotides that can be considered
in RNA-RNA interaction algorithms.

3.2.6 Visualization of secondary structures

The formulation of secondary structures as different data-structures allows a
variety of graphical representations. Loop and stacking regions are of special
significance for minimal free energy folding(see 3.2.1).
The representations shown in Figure 3.1 are useful to convey different kinds
of information. The secondary structure graph shows a specific structure from
the ensemble of possible structures, coloring of the vertices enables visualiza-
tion of base pairing-probabilities or positional entropy. The mountain plot is
useful for comparison of large structures, while the dot plot shows base pairing
probabilities over the whole ensemble.
The string in dot-bracket notation has dots for unpaired nucleotides and paren-
theses for the paired ones. The base-pair is established between the matching
parentheses.

3.3 RNA-RNA Interaction

This section will give an overview of algorithms for RNA-RNA interaction and
will outline the choices made for the pipeline of RNApredator. Generally one
of the nucleotide sequences is designated as query, the other one as target. The
query is then tested against multiple targets.
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Figure 3.1: Examples for secondary structure visualization adopted from [24].
The three figures from left to right show: a secondary structure
graph, a mountain plot and a dot plot. Below the figures: A RNA
sequence and the corresponding dot - bracket string. The RNA
sequence was used as input for the RNAfold webserver [96], which
produced the figures and the string shown above.

3.3.1 Sequence Based Methods

At the beginning were methods looking for long regions of complementarity be-
tween interacting sequences like FASTA [97], BLAST [98] and GUUGle [99],
which also includes G-U base-pairs. This approach is useful for cis-acting
RNAs, which are generally perfectly complementary. The lack of thermody-
namic considerations prevents accurate prediction of more complex interac-
tions.

3.3.2 RNA Cofolding

Concatenation of query and target sequence made RNA-RNA interaction stud-
ies plausible with mimimum free energy RNA folding algorithms (see 3.2). The
loop region with the cut-point of the two sequences can distort the results and
is therefore is treated as an external loop [95].

Implemented examples for this approach are RNAcofold [86] and pairfold [100],which
also returns suboptimal [89] results. Time complexity is consistent with RNA
folding O((n + m)3), where n and m are target and query sequences in the
following subsections. These algorithms are restricted to pseudo-knot free
structures and cannot detect, e.g. kissing hairpins, which are often part of
duplexes [101].

Structures containing multiple kissing hairpins can be predicted in polynomial
time O(\∋ ∗ m∋) but permit intramolecular pseudoknots or crossing intermolec-
ular base pairs[102].
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3.3.3 RNA Hybridization

Performing interaction studies with long(genomes) or multiple sequences (tran-
scriptomes) requires a low time complexity. This was achieved by neglect-
ing intramolecular base pairing. RNAhybrid [103] and RNAduplex are ex-
amples based on RNA folding algorithms, while bindigo relies on an adap-
tion of the Smith-Waterman sequence alignment algorithm [104]. Runtimes of
O(n ∗ m ∗ L2) (folding, with L as max. loop-length) or O(n ∗ m) (alignment)
are possible with this strategies [103].

3.3.4 RNAup

RNAup in contrast considers the energy of intramolecular base-pairing ∆Gu of
the larger target molecule and then uses the RNAhybrid approach to compute
the hybridization energy ∆Gh [95]:

∆G = ∆Gu + ∆Gh (3.7)

RNAup allows the binding to any kind of loop, in contrast to RNAduplex,
which only allows the exterior loop of the concatenated sequences, but is lim-
ited to one binding site [101]. It has a time complexity of O(n ∗ m5) and a
memory consumption of O(n ∗ m3).

3.3.5 RNAplex

The methods described before are either fast and imprecise or slow and pre-
cise. RNAplex uses a position depended per-nucleotide penalty to mimic the
competition between intra- and intermolecular base pairing. The accessibil-
ity profiles from RNAplfold[94] are used to derive the penalties. For genome
screening studies it is of advantage to precompute and store the accessibility
profiles, because the increase in precision does not increase the time complexity.

RNAplex is based on RNAduplex but uses a simplification of the energy model,
where loop energy is an affine function of the loop size instead of a logarithmic
one [101]. This results in a time complexity of O(n ∗ w) and a memory re-
quirement of O(l2), where l represents the maximal hybridization length. Like
RNAup, RNAplex is limited to one binding site.

The newest version of RNAplex allows the consideration of multiple alignments
in the target prediction, which increases specificity[105].

3.4 Gene ontology

The Gene Onthology (GO) project (http://www.geneontology.org/) is devel-
oping ontologies that provide a systematic language for consistent description
of genes and their products [106]. It is part of the Open Biomedical Ontology
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(OBO) and shares resources, like tools for annotation (OBO-Edit)[107] and
principles with OBO [108].

3.4.1 Onthologies

Proteins or genes are described by the term ’function’, which is sometimes used
to to define biochemical activity, but in other cases biological goals and cellu-
lar structure [109]. Gene onthology therefore uses attributes from three in-
dependent onthologies (Molecular Function, Biological Process, Cellular Com-
ponent). The onthologies are networks of unique nodes (GO-term) with de-
fined connections with one or more nodes or more precisely a directed acyclic
graph [109]. The GO-terms serve as attributes for genes or gene products and
are more or less detailed, depending on the state of knowledge or annotation.
The attributes from three onthologies can be assigned independently to a gene
or gene product and are common to all organisms.

Molecular function defines the biochemical activity of a gene product. Only
the activity or potential activity is described, no information about when and
where it occurs is provided.

Biological process defines the biological objective that the gene or its product
contribute to. One or more molecular functions are combined in an ordered
way to achieve a biological process.

Cellular component is describing the location in the cell the gene or its product
is active in.

3.4.2 GO-term

Each GO term has a unique identifier and is connected to its parents, which
offer a broader description and its children, which offer a more specific de-
scription of either a Molecular Function, a Biological Process or a Cellular
Component. Many of such GO-terms can be associated with a gene or its
product.
The description of an GO-term contains its unique identifier (accession), the
onthology it belongs to, synonyms including exact and related ones and al-
ternative unique identifiers, a definition (e.g. the educts and products of the
catalyzed reaction in case of a molecular function) including the source, a
comment, the subset the terms belong to and community comments.
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4 Methods

RNApredator [1] provides a web service for mRNA and sRNA interaction
prediction. The methods described are essential for RNApredator and shall
provide an overview for the steps of the pipeline. The first step (Data prepara-
tion) requires a lot of computational resources, but can be computed without
user input. This preprocessing saves time during target prediction, which is
performed with the precomputed mRNA data. The results of target prediction
are evaluated and interesting interactions can be further analyzed.

4.1 Data preparation

Hypothetical transcript construction allows to consider not only the coding
sequence, but also the untranslated region of the transcript. Structural acces-
sibility is calculated based on hypothetical transcripts and allows to include
intramolecular binding of the interaction partners before computing target
prediction.

4.1.1 Hypothetical transcript construction

Data concerning transcript sequences is only obtainable for a few selected
species. As described in the biological background (see Subsection 2.2.1) in-
teractions with sRNAs often occur in the 5’-UTR of mRNAs. For the majority
of species only the coding sequences of the genes are available from databases.

Coding Sequence5'-UTR5'- -3'  

Core Promotor Transcription -Start

Coding Sequence5'-UTR -3'  

Coding Sequence -3'  

5'-

5'-

gene

transcript

hypothetical transcript200 nt

transcription

+ 200nt

3'-UTR

Figure 4.1: Construction of a hypothetical transcript from a genomic sequence
(gene) and comparison to a transcript. The interrupted vertical
lines denote the 200 upstream nucleotides added to the coding se-
quence.

As a compromise 200 nucleotides directly upstream of the translation start
were concatenated with the coding sequence to serve as hypothetical tran-
script. Translation initiation depending on the Shine-Dalgarno sequence is the
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most common (see Subsection 2.1.5) in bacteria and is covered by this 200nt
region. This was done for all genes of every bacterial species available via
NCBI (ftp://ftp.ncbi.nih.gov/genomes/) for download. In total 1 183 bacte-
rial species with 2 154 genomes/plasmids and 3 759 619 genes were processed.

Developing a model that predicts more accurate transcript sequences would
have been too time consuming at this point, but remains a goal for the future.

The genome and coding sequence data is distributed in several different files
in fasta format. For the coding sequence the sense strand is provided, which is
sequence-identical to the mRNA. In case of the genome only the (plus) strand
is provided which is not the sense strand for all genes. To include the 200
upstream nucleotides for these genes the complementary region on the minus
strand was computed.

4.1.2 Structural accessibility calculation

RNAplfold [91] (see Subsection 3.2.5) was used to compute the structural ac-
cessibilities for all hypothetical transcripts. The adjustable parameter winsize
was set to 240, span to 160. Winsize defines the size of the window for which
mean probabilities are computed, span allows only pairs (i, j) with j − i ≤
span. RNAplfold outputs the logarithm of the mean probabilities that regions
of length 1 to 30 (-u 30) are unpaired.

Even with the lower time consumption of the localized approach, this step was
consuming approximately 2000h of computation time on Intel Xeon X5550
cores clocked at 2.67 Ghz.

The following Listing 4.1 shows an example structural accessibility output file
from RNAplfold.

#opening en e r g i e s
#i \$ l=1 2 3 4 5 6 7 8 9 10

1 0.01470122 NA NA NA NA NA NA NA NA
2 0.009218787 0.01681561 NA NA NA NA NA NA
3 0.002687764 0.01189638 0.01948257 NA NA NA NA
4 0.005022743 0.006299687 0.0155313 0.02311421 NA NA
5 0.008950001 0.01180837 0.01306088 0.02235408 0.02992067
6 0.0159508 0.01980088 0.02268747 0.02392594 0.03325052
7 0.01448151 0.01786842 0.02167088 0.02453824 0.02577072
8 0.009211326 0.01946468 0.02279271 0.02646765 0.02935033
9 0.004709575 0.01004038 0.02027955 0.02358692 0.02723467
10 0.001636226 0.006154286 0.01136356 0.02159105 0.02488072

Listing 4.1: Structural accessibility output, showing the logarithm of the mean
probabilities that a region of length 1 up to 30 is unbound.

The precomputed structural accessibility files use about 683GB of disk space.
Compression with gzip lowered the space consumption approximately by 30%
but requires either decompression before target prediction, or a target predic-
tion implementation that features reading directly from compressed structural
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accessibility files.

The accessibility of the sRNA is computed with RNAup [95] with the length of
the unstructured region set to 30 or the length of the sRNA if shorter. RNAup
accessibility calculation uses a more complex energy model.

4.2 Target prediction

RNA-RNA interaction prediction provided by RNApredator is used to find the
best putative mRNAs targeted by sRNAs. The targets of an mRNA can give
a clue about the biological function of an sRNA.

Target prediction uses the sequence data from hypothetical transcript con-
struction (see Subsection 4.1.1) as mRNAs and the user provided sRNA se-
quence. The structural accessibilities for mRNAs are precomputed, while the
sRNA accessibility is computed during the query (see Subsection 4.1.2).

Interactions energies are calculated for the sRNA with each mRNA of inter-
est. In Figure 4.2 the distribution of mRNAs per genome or plasmid is shown.
There is a large group of replicons that encodes fewer than 500 mRNAs, but
the majority of replicons has a higher number. While being more sensitive,
methods with a high time complexity are not suitable for a web server that
computes interactions for a high number of mRNAs.

In every query the targets are defined by choice of target DNA molecule. That
enabled us to compute the accessibilities for all the targets in advance of the
target prediction and avoid the dilemma of either deciding for run time or
sensitivity.

RNAplex [101] (see Subsection 3.3.5) is the fastest implementation featuring
a physics-based model available and allows to consider intramolecular base-
pairing of both sRNA (query) and mRNA (target) sequence by including the
precomputed structural accessibilities.

The adjustable parameter interaction length was set to 30 or length of the
sRNA if shorter, duplex distance was set to 20, energy-threshold was set to 8.
Usually only perfect complementary cis-acting RNAs have regions of interac-
tion that are longer than 30, but they can be identified during post-processing
with RNAup. RNAplex is also able to return not only the minimal free energy
result for a query-target combination, but also sub-optimal results. It is possi-
ble to recover distinct sub-optimal interaction sites by using duplex distance,
which limits the overlap of participating bases and energy threshold, which
limits the returned hits to an minimal total energy of interaction (in our case
-8 kcal/mol).
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Figure 4.2: Distribution of mRNA number per genome/plasmid. A large
group, containing the plasmid fraction, with fewer than 500 mR-
NAs encoded is shown as left-most bar. The majority of genomes
has more than 1000 mRNAs, which favors methods with lower time
complexity for RNA-RNA interaction studies.

The Listing 4.2 shows an example output of RNAplex as used in RNApreda-
tor, which can be retrieved for further analysis.

>ref NC 009085 . 1 96 −1492
>sRNA
( ( ( ( ( ( ( . ( ( ( & ) ) ) . ) ) ) ) ) ) ) 521 ,531 : 25 ,35 (−3.85 = −10.40 + 3.85 + 2 . 70 )

>ref NC 009085 . 1 1621 −2738
>sRNA
( ( ( ( ( ( ( ( ( . ( ( ( ( & ) ) ) ) ) ) ) ) ) ) ) ) ) 68 ,81 : 20 ,32 (−3.99 = −9.50 + 1.59 + 3 . 92 )

Listing 4.2: RNAplex output showing two results from the file. The first line
shows the unique locus identifier used in RNApredator, consisting
of NCBI accession number identifying the genome/plasmid and the
genomic coordinates corresponding with the mRNA. The second
line is reserved for the sRNA identifier. The third line contains the
results for the interaction prediction of the mRNA and the sRNA
specified in lines 1 and 2. At the beginning of the line we find a
dot bracket-string for the hybridization, followed by coordinates of
the hybridization site on the hypothetical transcript, coordinates
on the sRNA and the total hybridization energy modified by the
opening energies derived from the structural accessibility files of
mRNA and sRNA.

RNAplex output is converted into a comma separated value file and used for
target evaluation.
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4.3 Target evaluation

In general the reason for performing target prediction for sRNAs is to deter-
mine their biological function. sRNAs achieve their function via interaction
to their targets. If the set of interaction partners is known, this simplifies the
identification of the biological function significantly.

For each mRNA-sRNA interaction and additional sub-optimal results RNAplex
returns a hybridization energy. Not all of the mRNAs interact with the limited
number of sRNAs in the cell in sufficient manner to affect the cell. It is not
possible to decide upon a fixed energy cutoff that divides the predicted hits
into biologically relevant or irrelevant ones and is valid for all interactions.
An alternative is to select a subset of best interactions and consider them for
further target evaluation.

4.3.1 Energy-based ranking

To simplify energy based ranking the hits are sorted and the energy z-score
is calculated. This information is summarized together with the dot bracket
string and the coordinates of the hybridization, where the first nucleotide of
the translation start is set to 0. Additionally annotations from the NCBI-
genome files are retrieved and added.

Based on this preselection computationally more expensive post-processing
steps can be applied, e.g. reanalyzing the hybridization with RNAup, change
in regulation, or GO-term enrichment.

4.3.2 Change in regulation

One of the most interesting questions for each interaction between mRNAs and
sRNAs is whether translation is upregulated or not. If the hybridization site
overlaps with the ribosome binding site (RBS), then a down-regulation will be
very likely the result. But if the interaction occurs in a region more distant
from the RBS this question becomes non-trivial. By computing the structural
accessibility of the RBS, before and after sRNA binding this process can be
modeled.

RNAup [95] is called with and without constraint on the hybridization site.
The adjustable parameter length of the unstructured region was set to 4, the
constraint was set to begin and end of the hybridization site coordinates. In-
stead of just reducing the output of the accessibility change calculation to
a binary up- or downregulation, accessibility with/without constraint and the
resulting difference is plotted for 200 nucleotides around the transcription start
of the hypothetical transcript with a R. This allows interpretation of special
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cases where the RBS is partly getting more and less accessible. An example is
shown in Figure 5.10.
Other mechanisms, like changes in stability or degradation are not covered by
this method.

4.3.3 GO-term enrichment

As described before, sRNAs function depends on interaction with their targets.
Depending on the sRNA, some will affect targets in a widespread manner to
cause many minor changes, while others are focused on a certain biological
pathway or process. The biological function of the second group can be better
understood with an enrichment analysis of GO terms [106] (see Section 3.4) for
the set of selected targets. These targets are associated with with GO-terms,
each of them belonging to the GO categories (Biological Process, Molecular
Function, Cellular Component).

The 20 highest enriched terms of the selected targets are returned in tabular
format showing GO-ID, annotated term, total number of genes linked to this
GO-ID, total number of predicted targets linked to this GO-ID, number of
expected linked targets as well as the P-value are returned. An example is
shown in Table 5.1.

Bacterial GO term flat-files, which are necessary for the GO term enrichment
analysis were downloaded from ftp://ftp.ebi.ac.uk/pub/databases/GO/goa/proteomes
for available species. A table to convert the ebi species IDs to the NCBI taxon-
omy IDs used in RNApredator was also provided there. GO term enrichment is
based upon these files and an R-script [110] relying on the TopGO [111] library.

The results of the enrichment heavily depend on the quality of the GO-term
annotation (which is constantly improving), but significant representation of
certain terms can be an indicator for the biological function.
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The RNApredator webserver provides automated sRNA target prediction and
has been published in the NAR Webserver Issue 2011 [1].

A series of strategies has been developed for sRNA target prediction. The
sRNA micC [112] and istR-1 [113] targets were identified with BLAST. A
SmithWaterman recursion scoring the base pairing potential of two RNAs was
used in TargetRNA [114]. Mandin et al. [115] relied on a model, where base
pair stacks are scored according to the standard RNA folding energy model [84]
and optimized bulge penalties.

RNAup [95, 116], IntaRNA [117] and biRNA [118] offer more general RNA-
RNA interaction prediction using the RNA folding energy model, considering
structural accessibilities but have higher time complexity.

RNApredator relies on the fast dynamic programming approach, RNAplex [105]
(see Subsection 3.3.5), to predict putative targets.

In addition to a fast prediction time, RNApredator offers additional tools to
further interpret targets, like Gene Onthology (GO) enrichment analysis and
a visualization of the structural accessibility change upon sRNA binding.

5.1 Motivation

As mentioned before about 80 sRNAs are annotated for the E. coli genome,
and 140 for all species [64]. Extrapolated from E. coli for all bacteria con-
tained in RNApredator that would leave over 100000 sRNAs yet to be identi-
fied and functionally characterized. Not all discovered sRNAs have been added
to databases, which further complicates the situation.

sRNA realize their effect by interaction with mRNAs, thus mRNA annotation
can be used to infer the biological function of the sRNA. An automated target
prediction that narrows the number of targets that have to be analyzed exper-
imentally, saves resources and accelerates the characterization process.

RNApredator provides automatic target prediction and tools to further eval-
uate the returned targets. We decided to offer this service in a manner
that does not require extensive setup time, configuration or additional soft-
ware, only a browser. The goal was to make RNApredator available to as
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many users as possible. A set of 1183 bacterial species consisting of 2154
genomes and plasmids is available for selection. RNApredator is available at
http://rna.tbi.univie.ac.at/RNApredator.

5.2 Overview of RNApredator functionality

At the beginning of a RNApredator session, the user provides a sRNA se-
quence and selects a genome or plasmid. RNApredator computes a prediction
with RNAplex for each annotated mRNA with the sRNA. Usage of the pre-
computed accessibilities yields interaction accuracies similar to more complex
and computationally more costly strategies, while being at least three orders
of magnitude faster than alternative methods considering target site accessi-
bilities [1]. RNApredator can therefore be easily applied to whole genomes.

RNApredator returns a list of target sites sorted by the energy of interaction.
For a user-defined subset of predictions an enrichment analysis of GO terms
can be performed. Additionally, an possible up- or down-regulation of tar-
get translation by sRNA binding can be studied with RNAup, showing the
accessibility of the ribosome binding site [116].

5.3 Pipeline and implementation

The pipeline will be described following the sequence of steps necessary to
process a request, considering input, processing and output. The server side
of RNApredator is implemented in Perl 5, while most of the features on the
client side, are provided by javascript. This reduces response time for smaller
worksteps, like sorting of lists, that are computed directly on the client.

The data used was downloaded from NCBI (ftp://ftp.ncbi.nih.gov/genomes/)
and prepared with the methods hypothetical transcript construction (see Sub-
section 4.1.1)and structural accessibility calculation (see Subsection 4.1.1).

The pipeline showing the data-flow is visualized in Figure 5.1. After the
genome/plasmid has been selected by the user and the sRNA sequences (up to
5) has been entered, a URL is created where all results can be accessed. sRNA
accessibilities are computed with RNAup, while the mRNA accessibilities are
already precomputed.

Queuing and management of job queries is done by Sun Grid Engine 2.6u3,
making the submission of multiple jobs in parallel possible. RNApredator is
hosted by Intel(R) Core(TM)2 Quad CPU Q9450 @ 2.66GHz machines run-
ning Fedora Core 12 as operating system. Each mRNA sequence is tested
against the sRNA with RNAplex, considering accessibilities of both (for de-
tails see Subsection 4.2). GO enrichment analysis is based on R [110] and the
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Figure 5.1: RNApredator pipeline visualization showing the program-flow from
input (top) over processing (middle part) to output and postpro-
cessing (bottom). Input consists of the sRNA sequence entered
by the user and precomputed data. Processing is performed by
RNAplex. The results can be used for further postprocessing (Ac-
cessibility plot, GO-term enrichment).

R library TopGO [111] (see Subsection 4.3.3). Accessibility change of the ribo-
some binding site is computed with RNAup and plotted with R (see Subsection
4.3.2).

5.4 Input

The first step is the choice of DNA molecule of interest. For the regulatory
role some sRNAs it may be necessary to consider also plasmid encoded mR-
NAs alongside genome encoded ones. RNApredator offers 3 ways to select the
genome and plasmid combination of interest.

The first page being displayed when browsing to http://rna.tbi.univie.ac.at/RNApredator
is the Target Search menu. This is one of 4 selections offered by the main menu
shown in Figure 5.2:

Introduction and Help provide background and usage information, while Avail-
able Genomes and Target Search offer the functionality of the web-service.

Target Search is the starting point for users who already know either the NCBI
accession number of the genome or plasmid of interest or the NCBI taxonomy
ID associated with a group of DNA molecules.
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Figure 5.2: Navigation bar of RNApredator: Introduction gives a short descrip-
tion of the webserver. Available Genomes offers the tree view and
the search function of provided genomes. Target Search provides
the prediction service and Help contains a How-To.

Alternatively the Available Genomes selection page can be used offering a
phylogenetic tree and a search function for provided genomes/plasmids and
species.

A phylogenetic tree can be used to browse for the replicon of interest. The tree
is based on taxonomic data from NCBI (ftp://ftp.ncbi.nih.gov/pub/taxonomy)
and implemented with the jquery js-tree plug-in.

Figure 5.3: Phylogenetic tree showing available genomes grouped into phy-
lum/class/order/family/genus/species. Three types of nodes can
be found in the tree: taxonomic node (grey) - containing no
genomes, species node (blue) - containing at least one genome/-
plasmid child node, genome node (green) - containing a single
genome/plasmid.

The phylogenetic tree (see Figure 5.3) is grouped into phylum/class/order/-
family/genus/species nodes. Taxonomic nodes do not contain genomes but can
have species or genome nodes as child nodes. Clicking a genome node selects
a specific genome or plasmid for target search. Clicking a species node selects
all direct child nodes of type genome node for target search. This makes it
possible to search against a genome and several plasmids.
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Search for a Genome or Plasmid:

e.g.:Escherichia coli str. K-12 substr. MG1655 chromosome

You will be redirected to target search upon selection

Figure 5.4: Genome search field with suggestion box (not shown).

A more direct way is the search box (see Figure 5.4) at the top of the Available
Genomes page, that features a suggest function and displays a search result
page (see Figure 5.5) on clicking the search button.

Query: "Escherichia coli str"

Back to Available Genomes

Designation
Accession

Number

Select for Target

Search

Escherichia coli str. K-12 substr. DH10B

chromosome
NC_010473 Link

Escherichia coli str. K-12 substr. W3110

chromosome
AC_000091 Link

Escherichia coli str. K-12 substr. MG1655

chromosome
NC_000913 Link

Figure 5.5: Genome search results displaying all entries containing the string
supplied on the Available Genomes page. Using the corresponding
link selects for Target Search and redirects there.

Upon selection the browser returns to Target Search with the corresponding
IDs already set.

Once the selection of genome or plasmid has been made three steps follow.
The first is a check if the correct genomes and plasmids have been selected
(see 2. Confirm Genome in Figure 5.6).

Then the sRNA sequence is typed in the provided text box or an File in
fasta format containing one or up to 5 sRNA sequences is uploaded (see 3.
Enter sRNA-Sequence and Submit in Figure 5.6). All lower-case letters will be
replaced by their upper-case equivalent and T with U. If the format is incorrect
the user is notified by a warning message. Optionally it is possible to provide
an email-address for notification on completion of the prediction. Pressing the
predict button submits the input to the queue for prediction.

During the computation the progress is displayed, as shown in Figure 5.7:
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1. Select Genome: 2. Confirm Genome: 3. Enter sRNA-Sequence and Submit:

NCBI-Accession Number

OR

NCBI-Taxonomy ID

OR

Select from Available Genomes

NCBI Accession Number:NC_000913

Name:Escherichia coli str. K-12 substr.

MG1655

Tax-id:511145

Replicon:chromosome

OR

Upload a fasta-file:

Please provide email-address for

notification:

(optional)

Figure 5.6: Steps required for target prediction. The example shows the input
for Escherichia coli. K-12 substr. MG1655 and MicA sRNA. Al-
ternatively the Taxonomy ID field or Available Genomes could be
used to define the genomes and plasmids of interest. sRNA submit
is possible by entering a sequence or uploading of a file in fasta
format.

RNAplex Interaction

Prediction
Parsing Output Result Page Link

done done Link

done done Link

RNA            Queuing Status

1                     done                    done

2                     done                    done

    sRNA

accessibility

             

This can take some minutes.

Wait for calculation to finish or return here later.

Figure 5.7: Prediction progress is monitored and reported back to to browser.
The completed results are linked and the overview page can be
bookmarked for later retrieval.

5.5 Output

The default output is a list showing the top 100 hits sorted by hybridization
energy. This list also contains suboptimal hits as distinct entries.

The result page offers two filtering options to display only the top 25, 50,
75, 100, 500 or all interactions by energy and / or limit the displayed entries
to a specific region of interaction on the mRNA, e.g. the 5’-UTR. The re-
sult list, which can be downloaded as comma separated value file, contains 14
columns. The left-most selection box tags entries for postprocessing on click
of the button Post-Process. This is followed by interaction energy rank, en-
ergy of interaction [kcal/mol], z-score of interactions energies, a dot-bracket
string defining the region of hybridization, start and end on the hypothet-
ical mRNA, hybridization coordinates on the sRNA, gene annotation taken
from NCBI genome files, NCBI locus tag of the gene, DNA strand the gene
is encoded on, genomic coordinates the hypothetical transcript is transcribed
from, NCBI accession number of the genome or plasmid, type of the replicon
(genome/plasmid). The list can be sorted by a Jquery script by clicking on
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the column headers.

Predicted Top Interactions of 6878 Total:

Resources: - all predictions as .csv-file or as RNAplex .res-file - provided sRNA sequence as .fasta-file

Filtering: - Show top interactions by energy - Show only Interactions on mRNA from to (0=Translation - Start)

Select interactions below for postprocessing

Select Rank
Energy

[kJ/mol]
z-Score

Interaction

[dot-bracket]

mRNA

[Start]

mRNA

[End]
sRNA

Gene

Annotation

Locus

Tag
Strand

Genomic

Coordinates
Accession Replicon

1. -37.49 -7.09 (((((((((((((((((((((((((((((&))))))))))))))))))))))))))))) -96 -68 1-29 S ribosylhomocysteine

lyase

b2687 - 2812955-2812240 NC_000913 chromosome

2. -31.02 -5.61 (((((((((((((((((((((((((((&))))))))))))))))))))))))))) -103 -77 10-36 S ribosylhomocysteine

lyase

b2687 - 2812955-2812240 NC_000913 chromosome

3. -23.70 -3.93 ((((((((((((((((((((((((((((&)))))))))))))))))))))))))))) -125 -98 31-58 S ribosylhomocysteine

lyase

b2687 - 2812955-2812240 NC_000913 chromosome

4. -22.93 -3.75 (((((((((((((((((((((((((((&))))))))))))))))))))))))))) -145 -119 52-78 S ribosylhomocysteine

lyase

b2687 - 2812955-2812240 NC_000913 chromosome

5. -18.11 -2.64 ((((((((((((&)))))))))))) 1265 1276 7-18 PaoABC aldehyde

oxidoreductase; Moco

containing subunit

b0284 - 300358-297960 NC_000913 chromosome

6. -17.35 -2.47 (((...((.(((((((((((((((&))))))))))))))).)).))) 548 571 1-22 predicted SAM dependent

methyltransferase

b3497 - 3641355-3640403 NC_000913 chromosome

7. -17.33 -2.46 (((((((((((((((((&))))))))).)))))))) 721 737 4-21 predicted transporter

subunit membrane

component of ABC

superfamily

b3462 - 3600309-3599051 NC_000913 chromosome

8. -17.31 -2.46 ((((((....(.((((((((((((((((&))))))))))))))))).)))))) -12 15 8-31 3 hydroxybutyryl CoA

dehydrogenase

b1395 + 1456878-1458505 NC_000913 chromosome

9. -17.05 -2.4 (((((((((((((((&))))))))))))))) 584 598 8-22 NA NA - 2997050-2995714 NC_000913 chromosome

10. -17.04 -2.4 (((((.((((((((((((((&)))))))).)))))).))))) 498 517 4-24 mannonate hydrolase b4322 + 4549459-4550843 NC_000913 chromosome

11. -16.89 -2.36 (((((((((.((((((&))))))))))))))) 673 688 7-21 histidine/lysine/arginine

/ornithine transporter

subunit

b2309 - 2425010-2424028 NC_000913 chromosome

Figure 5.8: RNApredator result list for E. coli str. K-12 substr. MG1655
and sRNA MicA. The list contains 6878 results in total, while the
genome only has 4318 genes annotated. The difference represents
suboptimal hits, e.g. the top four hits belong to S ribosylhomo-
cysteine lyase encoded on the opposite strand of the same locus as
the sRNA. It is possible to extend the number of best interactions
shown to 25, 50, 75, 100, 500 or all. The figure shows only 19 re-
sults due to space limitations. The list can additionally be filtered
by restricting the valid coordinates of the hybridization site on the
mRNA. Sorting of the displayed entries is possible by clicking on
the header field of the column.

Selected entries can be marked for post processing, which displays more de-
tailed information and offers additional options. At the top of the selected
entry list three expandable tables are displayed, that contain GO-term enrich-
ment statistics.
We will first describe the individual entries (see Figure 5.9). The interac-
tions are shown as sequence string in addition to the dot-bracket notation.
The GO-terms associated with the mRNA are listed, allowing to account for
their contribution to GO-enrichment tables. Additional options are the re-
trieval of the mRNA or sRNA sequence and calculation of the accessibility
plot. Furthermore a link to the RNAup webserver, for more detailed analysis
of the selected interaction is available (http://http://rna.tbi.univie.ac.at/cgi-
bin/RNAup.cgi). The GO-term enrichment for the selected targets compares
the GO-terms associated to the selected targets with all GO terms annotated
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Interaction1

Energy

[kJ/mol]
z-Score

Interaction

[dot-bracket]

mRNA

[Start]

mRNA

[End]

sRNA

[Start]

sRNA

[End]

Gene

Annotation

Locus

Tag

Genomic

Coordinates
Accession Replicon

-13.94 -1.69 ((((((((((((((&)))).)))))))))) -18 -5 8 22

"outer

membrane

protein A

(3a;II*;G;d)"

b0957 c1019476-1018236 NC_000913 chromosome

Associated

GO-terms

GO:0000746 GO:0005198 GO:0005515 GO:0005886 GO:0006810 GO:0006811 GO:0009279 GO:0009597 GO:0015288 GO:0016020

GO:0016021 GO:0019867 GO:0046718 GO:0046930

download:

mRNA

sequence

download:

sRNA

sequence

Accessiblity

Plot:

Calculate

(new

window)

RNAup

Webserver:

Submit (new

window)

Detailed Interaction(as ASCII):

mRNA: 5' -

sRNA: 3' -

UGAUAACGAG-GCG 
| | | | | | | | | | | | |
ACUAUUGUUUACGC

- 3'

- 5'

Figure 5.9: E. coli str. K-12 substr. MG1655 sRNA MicA interaction with the
mRNA OmpA is shown, which is one of the experimentally verified
targets. Additionally to the information displayed in the result ta-
ble a detailed sequence representation of the interaction and the
GO-terms associated to the mRNA are shown. Additional postpro-
cessing options are located on the left side of the entry and include
retrieval of the mRNA or sRNA sequence, calculation of the acces-
sibility plot or recomputation of the interaction with the RNAup
webserver (http://http://rna.tbi.univie.ac.at/cgi-bin/RNAup.cgi).

for all genes. If terms are enriched significantly for a specific molecular func-
tion, biological process or cellular component, this could give an indication
about the regulatory role of the sRNA.

The GO-term statistics (see Table 5.1), were enriched for the 25 best MicA
targets from E. coli str. K-12 substr. MG1655. The top 4 hits are on the
opposite strand of the sRNA and were not considered.

The enrichment statistics shows the 20 most significant terms per category.
The columns from left to right show: the GO-term ID, the human readable
annotation, how many such genes are annotated for the species, how many
genes in the selection have to be associated with that specific GO-term for
significant enrichment, the expect value describing the number of this GO-term
one can see when searching by chance and the weight 01 p-value describing
the significance of the enrichment.

The cellular component enrichment table (see Table 5.1) shows GO-terms for
periplasmatic space, extracellular region, integral to membrane and cell outer
membrane. This would indicate an connection between the biological function
of the sRNA and the outer membrane. For a novel sRNA this could add a
valueable perspective the the characterisation process. In case of MicA, which
is known to regulate outer membrane proteins [119], it just confirms what is
already known.
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GO.ID Term Annotated Significant Expected Weight01 p-value
GO:0042597 periplasmic space 180 4 1.01 0.022
GO:0032155 cell division site part 12 1 0.07 0.066
GO:0005576 extracellular region 15 1 0.08 0.081
GO:0005694 chromosome 19 1 0.11 0.102
GO:0016021 integral to membrane 912 7 5.14 0.217
GO:0030288 outer membrane-bounded periplasmic space 61 1 0.34 0.295
GO:0009279 cell outer membrane 82 1 0.46 0.376
GO:0005886 plasma membrane 1073 7 6.04 0.398
GO:0005737 cytoplasm 822 1 4.63 0.997
GO:0043228 non-membrane-bounded organelle 116 1 0.65 1.000
GO:0043229 intracellular organelle 135 1 0.76 1.000
GO:0043232 intracellular non-membrane-bounded organ... 116 1 0.65 1.000
GO:0005622 intracellular 1024 2 5.77 1.000
GO:0005623 cell 2302 13 12.97 1.000
GO:0044424 intracellular part 898 2 5.06 1.000
GO:0005575 cellular component 2308 13 13 1.000
GO:0044425 membrane part 956 7 5.38 1.000
GO:0044462 external encapsulating structure part 142 2 0.8 1.000
GO:0031224 intrinsic to membrane 916 7 5.16 1.000
GO:0044464 cell part 2302 13 12.97 1.000

Table 5.1: Enrichment statistics for the twenty most significant GO-terms for
the category Cellular Component. The enrichment was performed
for the 25 best hits of MicA in E. coli str. K-12 substr. MG1655.
The top 4 hits are on the opposite strand of the sRNA and were
not considered. GO-terms for the periphery of the cell are the most
signifcant ones.

The quality of the GO-term annotations is of major importance to the mean-
ingfulness of this approach.

A further source of information is the influence of sRNA binding on the acces-
sibility of the ribosome binding site. An increase of accessibility could indicate
an upregulation of translation, while an decrease could indicate a downregula-
tion. The example shown in Figure 5.10 is again from E. coli str. K-12 substr.
MG1655 and shows the plot for MicA and OmpA.

The accessibility plot (see Figure 5.10) shows an decrease of accessibility in
the ribosome binding site. MicA is known to downregulate OmpA, by bind-
ing in this region and additionally by facilitating degradation [119], which is
consistent with this prediction.

5.6 Benchmark

Thirty experimentally verified interactions from literature were used to com-
pare RNApredator [1] to TargetRNA [114]. The RNAup webserver was not
considered as it is not designed for genome-wide target predictions. Only inter-
actions predicted to hybridize to hypothetical transcript coordinates between
the interval -150 up to 100 and -30 up to 20 relative to the start codon were
included. TargetRNA was set to hybridization length 1, G-U base pairs al-
lowed and 100 as p-value cutoff. The thermodynamic scoring of TargetRNA
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Figure 5.10: Accessibility profiles for E. coli str. K-12 substr. MG1655 MicA
binding OmpA. The red line shows accessibility before binding,
the green line shows accessibility after binding, the black line indi-
cates the difference of both. The blue lines show the hybridization
site and the cyan line indicates the start codon. The predicted
hybridization occurs directly in the ribosome binding site.

was not returning results and could therefore not be considered. Table 5.2 is
featured in the RNApredator publication [1] and included for completeness. It
compares the rank of experimentally verified targets found by prediction.
TargetRNA only returns at most the 100 best interactions, therefore some
experimentally verified interactions could not be found in the result. The
only interactions not found in RNApredator are those that were predicted to
hybridize outside the used constraint (-150 to 100 and -30 to 20). RNApredator
ranks in 73% of the interactions with experimentally verified targets considered
in Table 5.2 better than TargetRNA [1].

5.7 Usage statistics

In Figure 5.11 the usage of RNApredator since publication on 16th of June
2011 in Nucleic Acid Research Web Server Issue 2011 [1]. Between publication
and 31st of October 2011 1902 requests were submitted, as shown in Figure
5.11.
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Genome Species sRNA mRNA Gene TargetRNA RNApredator
NC 000964 B.s. FsrA sdhC BSU28450 NF(NF) 153(83)
NC 011601 E.c.O OmrA ompR b3405 NF(NF) 436(49)
NC 011601 E.c.O OmrA ompT b0565 NF(NF) 712(93)
NC 011601 E.c.O OmrB ompR b3405 NF(31) 312(39)
NC 011601 E.c.O OmrB ompT b0565 NF(NF) 210(13)
NC 000913 E.c.K. CyaR ompX b0814 NF(NF) 495(86)
NC 000913 E.c.K. CyaR yqaE b2666 NF(NF) 541(97)
NC 000913 E.c.K. DsrA hns b1237 52(6) 8(4)
NC 000913 E.c.K. FnrS metE b3829 5(8) 120(37)
NC 000913 E.c.K. FnrS sodB b1656 24(21) 615(192)
NC 000913 E.c.K. GcvB cycA b4208 37(5) 41(10)
NC 000913 E.c.K. IstR tisB b4405 2(NF) NF(NF)
NC 000913 E.c.K. MicA phoP b1130 80(23) 57(10)
NC 000913 E.c.K. MicC ompC b2215 2(5) 2(2)
NC 000913 E.c.K. MicF ompF b0929 43(5) 2(2)
NC 000913 E.c.K. OmrA gntP b4321 NF(NF) 79(17)
NC 000913 E.c.K. OmrB csgD b1040 50(NF) 2(NF)
NC 000913 E.c.K. RseX ompC b2215 98(NF) 504(238)
NC 000913 E.c.K. RyhB iscS b2530 NF(NF) 123(30)
NC 000913 E.c.K. RyhB sodB b1656 24(21) 184(52)
NC 000913 E.c.K. SgrS ptsG b1101 NF(NF) 5(1)
NC 003210 L.m. LhrA lmo085 lmo0850 NF(NF) 31(NF)
NC 002505 V.c. MicX vca0620 vca0620 NF(34) 48(7)
NC 002505 V.c. Qrr1 luxO vca1021 NF(NF) 196(44)
NC 002505 V.c. Qrr1 vca0939 vca0939 NF(NF) 5(NF)
NC 002505 V.c. Qrr2 luxO vca0620 NF(NF) 12(NF)
NC 002505 V.c. Qrr2 vca0939 vca0939 NF(NF) 3(NF)
NC 002505 V.c. Qrr3 vca0939 vca0939 NF(NF) 4(NF)
NC 002505 V.c. Qrr4 vca0939 vca0939 NF(NF) 4(NF)
NC 002505 V.c. VrrA tcpA vca0838 35(NF) 246(71)

Table 5.2: Table shows a benchmark of RNApredator against TargetRNA.
The columns from left to right: NCBI accession number, species
abbreviation (B.s.=Bacillus subtilis subsp. subtilis str. 168,
E.c.O=Escherichia coli O127:H6 str. E2348/69, E.c.K=Escherichia
coli str. K-12 substr. MG1655, L.m.=Listeria monocytogenes EGD-
e and V.c.=Vibrio cholerae O1 biovar El Tor str. N16961), sRNA
NCBI gene tag, mRNA NCBI gene tag, NCBI locus tag, interaction
rank TargetRNA, interaction rank RNApredator. The first num-
ber provided in the rank column corresponds to predictions only
considering hybridizations between coordinates -30 and 20, while
the number in brackets corresponds to predictions constraint to hy-
bridizations between -150 and 100, relative to the start codon. NF
is abbreviated for not found. [1] by permission of Oxford University
Press.
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Figure 5.11: Usage-statistics of RNApredator, counted by submitted requests,
not considering additional post processing requests.
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6 Discussion and outlook

A substantial number of sRNAs from sequenced species is not yet function-
ally characterized (see extrapolation in Section 5.1). The experimental effort
needed to meet this challenge is considerable, nevertheless it is essential to un-
derstand this bacterial mechanism of regulation. Beside the scientific progress,
applications in biotechnology, medicine, ecology, etc. could arise from it.

While current sRNA interaction prediction in silico cannot replace in vivo ex-
periments, it can simplify the experimental approach and save both time and
resources by providing a set of candidate mRNAs.

RNApredator is a freely available web-tool providing sRNA target prediction
in silico. It does not require a complicated set-up procedure, only a web-
browser is mandatory.
The predictions made by RNApredator are saving at least three orders of
magnitude of computation time, while reaching similar accuracy compared
to more complex methods [1]. This is due to precomputed structural acces-
sibilities that represent intramolecular base-pairing of the molecules prior to
interaction. Accessibilities are calculated with RNAplfold [91], while target
prediction is performed by RNAplex [105].

The resulting interaction list provides a first selection for experimental anal-
ysis. This is complemented by the available post-processing tools, which are
unique for RNApredator. GO-term enrichment can give a first clue about com-
mon characteristics of the target gene-set, while the accessibility change plot
yields information about the regulation of individual genes. GO-term enrich-
ment relies on the Top-GO R-library [111]. The accessibility-plot is computed
using RNAup [116].

While RNApredator results are acceptable in many cases, there are factors like
protein interactions (e.g HfQ in E. coli) that distort the results. Another fac-
tor is temperature, that strongly influence the computed binding energies and
should be considered for bacteria that dwell in corresponding environments.

These challenges suggest what can be done to further improve predictions.

Including RNA-Protein interactions into the prediction that allow to consider
e.g. RNA chaperons would broaden the spectrum of sRNAs RNApredator can
be applied to successfully. In its simplest form a post-processing step could
be added that scans for HfQ-binding motifs on target mRNAs, that possibly
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indicates HfQ involvement.

Another ambitious enhancement would be to consider conservation of sRNAs
and mRNAs over several species. The required algorithm is already imple-
mented into the newest version of RNAplex [105] (included in the Vienna
RNA Package 2.0). Sequence alignments of both homologous sRNAs and mR-
NAs are used as input. This approach heavily depends on alignment quality
and on the availability of homologous sRNAs to use. This could be included
by either uploading a set of aligned sRNAs, or instead a automated homology
search that is conducted by the server.

Using temperature as parameter is already implemented in the Vienna RNA
Package, but accessibilities are precalculated and the temperature would have
to be considered at that step. A solution could be to precompute several sets
of accessibilities for different temperatures. If regulatory activities of sRNAs
change with temperature it could be interesting to compare the results of pre-
dictions for different temperatures.

Preferably the server should use real transcript sequences from e.g. RNA se-
quencing instead of hypothetical transcripts. Until these are available, species
specific parameters could be used to increase hypothetical transcript quality.

The consideration of biological context data can generally be used to optimize
prediction results. Known expression patterns could decrease the number of
possible sRNA targets to those transcripts that are present at the same time
as the sRNA. This could be realized by adding a list of mRNA IDs, which are
expressed simultaneously, to the request.

Other possible improvements can be made concerning the architecture of the
pipeline.

RNAplex and RNAup are limited to predict one hybridization site only. That
precludes interactions like OxyS with fhlA, which feature 2 kissing hairpin
interactions. Heuristics could be added that group them together.
Multi-core CPU architectures become more and more common. Prediction of
each sRNA-mRNA interaction is independent, which enables parallelisation of
the predictions and runtime reduction.

Also the post-processing tools can be further improved and extended.

While GO-term enrichment is already implemented, also Kegg [120] term en-
richment that could be included and improve the information provided for
selected targets.

sRNA and mRNA interactions are concentration dependend processes. If con-
centration patterns of sRNAs and mRNAs are available, they could be used to
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produce quantitative results showing how many mRNAs are bound/unbound.
As mentioned in the biological background [63], other ncRNAs exist in archea
and eukarya. Predictions in eukarya are further complicated by RNA ex-
port, RNA-protein interactions and the increased complexity of the system.
Moreover several specialized tools for miRNA target prediction in eukarya are
already available.
Some genomes of archea are already available in RNApredator, but a tool fea-
turing all archea could be useful. RNApredator could serve as template for
this pipeline.
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