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From Schrödinger’s „What is Life?“ to „All Life is Chemistry“ 

Peter Schuster, Institute for Theoretical Chemistry, University of Vienna, Austria and          
The Santa Fe Institute, Santa Fe, New Mexico, USA 

This afternoon we celebrate the 75 anniversary of the appearance of Erwin Schrödinger’s 
book “What is Life? The Physical Aspect of the Living Cell”. The booklet presents the material 
of a course of public lectures that where delivered by Schrödinger under the auspices of the 
Dublin Institute for Advanced Studies at Trinity College, Dublin, in 1943.  

Schrödinger’s “What is Life?” 

“What is Life?” has been enormously successful, inspiring and influential.1,2 Max Perutz 
writes 1987: “Up to 1948 it drew 65 reviews and has sold up to now about 100000 copies.” 
An appreciable number of molecular biologist – among them the famous proposers of the 
double helical structure of DNA, James Watson and Francis Crick, Max Delbrück, Gunter 
Stent, Maurice Wilkins and Seymour Benzer – admitted that they were truly inspired and 
encouraged in their work through reading Schrödinger’s book. Historians see mainly three 
reasons for the enormously positive appraisal of the book by the public, which is exceptional 
for a scientific publication even for a popular science writing: (i) the booklet is written in an 
elegant, lively and easy to follow, almost poetic style,3 (ii) time was ripe for a rethinking of 
the scientific roots above which biology was built, and (iii) questions concerning the origin of 
life or likewise the origin of the universe have been and are of great public interest since the 
provide answers to the burning question: “Where are we – the mankind – coming from?”. 

Schrödinger’s “What is Life?” came just in the right moment before the onset of the 
revolution in modern biology that introduced thinking in terms of molecular structures.4 In 
Horace Judson historical and scientific treatise “The Eighth Day of Creation” Schrödinger’s 
booklet is referenced eight times. The enthusiasm about “What is Life?” and the strong 
impact it had on young scientists, especially on physicists, strikingly contrasts with the 
evaluation of its scientific content by experts. Linus Pauling, Max Perutz and Francis Crick – 
all three Nobel laureates themselves – were very critical. Linus Pauling5 was upset by 
Schrödinger’s metaphor of organisms feeding on “negentropy”. The main argument for his 
arousal is the fact that the energetic and entropic balance of the living cell was already 
understood when Schrödinger gave his lectures. Free energy rather than entropy is proper 
thermodynamic function in isothermal systems. Adenosine triphosphate (ATP), the 
“energetic currency of life”, was known since 1929 through the discovery by Karl Lohmann. 
The free energy provided by ATP has a much larger energetic than entropic component and 
hence the negentropy metaphor is questionable already from pure thermodynamics. ATP 
synthesis and ATP hydrolysis have been studied with great care and here the ratio of the 
energetic and the entropic contribution is approximately nine.6,7 The condensation of amino 
acids into a polypeptide change is accompanied by a certain decrease in free energy no 
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matter whether the sequence is ordered or random. The ordering of the sequence, Pauling 
argues, comes about through processes inside the cell like enzyme catalysis and template 
action and not through import of negentopy. 

Max Perutz and Francis Crick criticize in particular the use of the term “aperiodic crystal”. 
Macromolecules and polymers were known already since the early twenties through the 
works of Hermann Staudinger,8 Hermann Mark9 and others, and they are not crystals in the 
sense that they are flexible and have no solid state structure. Horace Judson says that the 
details of Schrödinger’s science seemed to Francis Crick “almost embarrassingly gauche. ‘I 
was not conscious of any influence of what he called the aperiodic crystal – I don’t suppose 
the man had ever heard of a polymer!’.” There is one important issue, which Schrödinger 
pointed out correctly: Whenever you have a sequence of some moderate length built from 
several classes of monomers, the number of possible combinations can easily fill the 
universe as a result of “combinatorial complexity”. Two symbols are sufficient as we know 
from the Morse alphabet or computer codes. 

Important and influential was Schrödinger’s view that the chromosome carries the 
information for descendant cells of the future in encoded form together with the machinery 
to make the cell. Although Schrödinger put forward here the concept of a genetic code for 
the first time so clearly, Sydney Brenner, a molecular biologist of the first hour, was 
apparently unhappy with this formulation: 10 

“I have come to call this „Schrödinger‘s fundamental error”: ‘… The chromosome 
structures are at the same time instrumental in bringing about the development they 
foreshadow. They are code law and executive power, or to use another simile, they are 
the architect and the builder‘s craft in one.   ’ (Schrödinger, What is Life?, p.20). … And 
that is wrong! The chromosomes contain the information to specify the future organism 
and a description of the means to implement this, but not the means themselves.”  

John von Neumann presented a paper at the Hinxon Symposium 1948 in Pasadena, California, where 
he compared the function of genes to self-reproducing automata.11 Sydney Brenner was highly 
impressed by this presentation and wrote (Brenner, pp.33-36): 

“…Von Neumann shows that you have to have a mechanism not only of copying the 
machine, but of copying the information that specifies the machine. So he divided 
the machine--the automaton as he called it--into three components. (i) the 
functional part of the automaton, (ii) a decoding section which actually takes a tape, 
reads the instructions and builds the automaton, and (iii) a device that takes a copy 
of this tape and inserts it into the new automaton. …” 

He then raises the claim that von Neumann’s concept perfectly describes the principle of the 
genetic machinery of the cell and considers the fact that von Neumann and Watson and 
Crick presumably did not know anything about the other as a kind of historical irony.  
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A clear distinction between the code and the machinery is not splitting hairs. It is illustrative 
to visualize the difference between Schrödinger’s and von Neumann’s mechanism of 
inheritance: In the Schrödinger case multiplication would occur if chromosomes are injected 
into a solution with nutrients whereas von Neumann’s self-reproducing automaton would 
need an intact cell. Later we shall make use of John von Neumann’s theory to work out the 
difference between reproductions in the DNA-protein world or in a hypothetical RNA world, 
where both functions, coding and executive function are housed in the same molecule. 

Structures of biological macromolecules 

Molecular structures in chemistry before quantum mechanics and in particular, before the 
application of the Schrödinger-equation to problems in quantum chemistry were essentially 
all built by “hook and eye” models with the binding properties of atoms derived from 
empirical observations and from the periodic table. Schrödinger’s wave equations turned 
out to be very useful for analysis and description of chemical bonds in small and medium size 
molecules. Linus Pauling12 and Charles Coulson13 among others made quantum chemistry 
popular and the success in the applications led to the famous statements, 

“The fundamental laws necessary for the mathematical treatment of a large part 
of physics and the whole of chemistry are thus completely known, and the 
difficulty lies only in the fact that application of these laws leads to equations 
that are too complex to be solved.” by Dirac,14 and  

“There is no doubt that the Schrödinger equation provides the theoretical basis 
of chemistry.” by Pauling.5 

The nature of chemical bonds was correctly understood as a quantum mechanical property. 
Chemists correlate structure with reactivity and function and therefore, many and strong 
efforts were and are undertaken to determine precise molecular structures. The molecules 
in the core of the biology of the cell, in particular proteins and later also nucleic acids were 
recognized as linear polymers with a periodic molecular backbone and side chains provided 
by several classes of monomers, twenty amino acids in case of proteins. First, the known 
structures of small units were combined through model building and Pauling’s -helix of 
polypeptides and proteins was the first triumph of structure prediction by model building.15 
The most influential and most spectacular prediction of a biopolymer structure from X-ray 
diffraction data of fibers is the proposal of the structure of deoxyribonucleic acid (DNA) by 
Watson and Crick.16 The DNA structure suggests two possible mechanisms for biological key 
processes: (i) the duplication of the genetic material as expressed by the dicta, 

“It has not escaped our notice that the specific pairing we have postulated 
immediate suggests a possible copying mechanism for the genetic material.”16, 
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and (ii) the simplest kind of mutations called point mutation, which consists of the 
replacement of a single nucleotide letter. Enzyme-free copying of poly-deoxyribonucleotides 
is a highly inefficient and highly inaccurate process. An enzyme, a thermostable DNA 
polymerase from the bacterium Thermus aquaticus (Taq) for example, in needed to render 
template copying a useful tool for multiplication of DNA molecules (see later). 

The elucidation of the DNA structures ignited a true revolution in biology. About the same 
time the first complete structures of proteins at molecular resolution were published17,18 
and they revealed Pauling’s -helices as a common substructure of globular proteins. The 
beginnings of molecular biology are intimately connected to the determination of 
biomolecular structures by means of X-ray analysis of crystals. Fast technical progress in 
crystal structure determinations, in particular by the upcoming use of computers for the 
extensive calculation of Fourier synthesis, made soon the growth of sufficiently large single 
crystals the time limiting step for protein structure determination. 

Molecular biologists were tuned to search for a code relating DNA and protein not least 
inspired by Schrödinger’s “What is life?”. In relatively short time the code has been 
recognized as a triplet code19 – three nucleotides for one amino acid – and accordingly 
substantial degeneracy in coding the twenty natural amino acids had to be expected and 
was found – there are 43=64 different codon triplets for four nucleotides. The assignment of 
all codons to the twenty individual amino acids20 has been deciphered in a few years.21 The 
next, important finding was that the code is universal in all organisms except a small number 
of modifications that were introduced later into the standard code.22 It is important that 
every message can be interpreted by the genetic machinery: Three “nonsense triplets” code 
for the end of the polypeptide chain. Together with the discovery of bacterial gene 
regulation through François Jacob and Jacques Monod,23 the at first still oversimplified but 
nevertheless complete dynamic image of the primitive cell was finished. 

All structures and processes could be and can be fully understood and interpreted in terms 
of chemistry: Proteins as highly versatile and enormously specific are acting as catalysts for 
the various reactions in the cell and nucleic acid chemistry illuminated the relation between 
genetics and protein synthesis. Therefore molecular biology was received with great 
enthusiasm by the scientific community and also by the public. An illustrative example is an 
Austrian TV-production in ten parts with the title 

“All Life is Chemistry”. 

The author and historian Hellmut Andics made the production in the year 1978 and the 
famous and already mentioned polymer chemist Herrmann Mark presented it. Public 
interest was enormous. A simple sketch of the cellular machinery is shown in the figure.  
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Figure: A sketch of the core process in the cell. Three different tasks of the living cell are 
distinguished: (i) multiplication of the genetic material (pink), (ii) synthesis of protein 
molecules (yellow), and (iii) metabolism (blue). Practically all cellular reactions are catalyzed 
by enzyme molecules or protein complexes. Prokaryotic DNA replication, for example, is a 
highly complex process involving at least nine proteins with different functions. Cellular 
protein synthesis occurs in two groups of processes: (i) Transcription produces a 
complementary RNA copy of a stretch of nucleotides on one or the other strand of the DNA 
and (ii) translation synthesizes a protein from the RNA-template at the ribosome making use 
of the genetic code. Metabolism provides the various building blocks for the synthesis of 
biopolymers. The cellular machinery is transmitted in encoded form in the reproduction 
process and therefore an intact cell is required for multiplication. 
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What is different in chemistry and biology? 

Schrödinger’s dream of new physical laws to be detected in biology did not materialize, at 
least not until now. Is biology then nothing but chemistry with larger molecules built from a 
subset of atoms of the periodic table? Is the cell a chemical factory much more complex and 
capable of reproduction in the sense of John von Neumann’s self-reproducing automaton or 
are there basic features in biology that are unknown or at least uncommon in chemistry. No 
doubt one could list a great number of such features but I shall restrict myself to three of 
them, which are related to Schrödinger’s “What is Life?” in this contribution: (i) biological 
evolution, (ii) complexity of molecular structures, and (iii) digitalization of chemical 
information. 

The first characteristic property of biological entities – viruses, bacteria, cells, and higher 
organisms – is evolution as was nicely phrased by Theodosius Dobzhansky:24,25 

“Nothing in biology makes sense except in the light of evolution”. 

Inevitably biology has a historical component whereas chemistry does not: Every organism 
carries information on his phylogeny and the application of the theory of chemical structure 
analysis in the form of DNA sequence comparisons in molecular evolution turned out 
extremely useful in the reconstruction of phylogenetic trees. The basis for evolution is the 
interplay of variation and selection in the multiplication process over many generations as 
expressed by the term of natural selection created by Charles Darwin26 and Alfred Russel 
Wallace.27 Variation in nature is the result of two processes: (i) mutation, a change in the 
nucleotide sequence, and (ii) recombination, reshuffling of gene variants. The only quantity 
that is relevant for selection is the number of descendants in forthcoming generations 
commonly denoted as fitness. Natural selection can be easily cast into a mathematical 
formalism, which is based on the mathematics of two processes: (i) reproduction with 
limited resources in form of the logistic or Verhulst equation28 and (ii) chemical kinetics of 
simple replication in a population (for mathematical details see the Appendix).29 The 
Verhulst equation, 
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describes the kinetics of growth in the world where resources are always finite. Chemical 
kinetics of replication in a heterogeneous population of limited size  = {X1, X2, … , Xn} leads 
to selection: 
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In the long time limit we find: 



 
 

Page 7 of 16 
 

{ } 0limand1limor tt ===Π ≠∞→∞→ )()(X tt mimm ξξ , 

that implies selection of Xm, which is the genotype of largest fitness. Although all required 
mathematics has been known long before the publication of the “Origin of species” and the 
derivation of the selection equation is straightforward apparently no biologist tried to 
develop a mathematical frame for natural selection before the works of the population 
geneticists.30,31  

An often raised question concerns optimality of the entities produced by an evolutionary 
process. For the survival in generations of the future optimality as such is not needed. 
Successful competition requires only to be better, i.e. to have more progeny, than the 
competitors. In contrast to engineers nature cannot redesign from scratch but has to build 
from the existing materials with or without minor modifications. François Jacob put this fact 
in an illustrative phrase:32,33 

“Evolution does not design with the eyes of an engineer, evolution works like a 
tinkerer.” 

More recent research has shown that the evolutionary process is more constrained by 
molecular requirements than a notion like “tinkering” or “bricolage” indicates. 34 

The second characteristic of cellular catalysts, proteins or RNA molecules, is enormous 
structural complexity, which is otherwise never found in chemistry. Large quantitative 
differences may become qualitative differences as Phil Anderson points out in his famous 
essay. “More is different”.35 Two natural “molecular machines” performing biological core 
processes may serve here as examples: the replication fork of DNA and the ribosome, which 
performs the translation of messenger RNA into protein. The DNA replication machinery of 
the cell involves enzymes from – at least –six classes, RNA primers and single strand binding 
proteins. Both strands, which in the double helix are running in different directions, 5’-end 
 3’-end and 3’-end  5’-end, respectively, are completed to double helices simultaneously 
leading to two daughter molecules, each one containing a new and an old strand. 
Interestingly, nature did not develop two classes of DNA polymerases that can operate in 
one or the other direction, instead the “lagging strand” is synthesized in small pieces called 
Okazaki fragments in the direction opposite to the progression of the fork and the fragments 
are ligated – joined – afterwards. This is at the same time an impressive and highly efficient 
molecular machinery and a wonderful example of tinkering! The second example of a 
molecular factory is the ribosome, a large complex of RNA molecules and proteins 
synthesizing a polypeptide chain through translation of a messenger RNA.36,37 The link 
between the coding messenger-RNA and the amino acid residues is made by a class of RNA 
molecules, the transfer-RNAs. The catalytic activity of the ribosome is exerted by the 
ribosomal RNA molecules whereas the proteins fulfill the task to hold the RNA in precise 
spatial positions.38  
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In chemistry the notion of information is often used for interactions in molecular complexes. 
Binding partners “carry information” on the other molecules in the complex in order to be 
able to fit into the molecular arrangement. I personally would prefer to reserve information 
for coding information in the sense of Claude Shannon’s theory of information.39 The third 
example of a novelty in biology versus chemistry, the digitalization of chemical information, 
is chosen accordingly. In isolation, the two base pairs, A=T and GC, are of very different 
strengths and the binding constants differ by one order of magnitude: A and T are connected 
by two hydrogen bonds, G and C by three, and accordingly the latter pair is much stronger. 
Nevertheless, the two pairs appear more or less equivalent in the double helix. Since 
hydrogen bonding leads to different stabilities in the base pairs, Nature apparently does not 
use hydrogen bond energies for the stabilization of double helices. The role of the hydrogen 
bonds is to provide specificity that is exerted through the base pair geometries. Careful 
studies40 revealed indeed that base pairing contributes very little to the stability of DNA 
double helices. This fact that hydrogen bonding is not effective in the stabilization of the 
DNA double helix is easy to explain: What counts is the free energy different between the 
bound and the unbound state, where hydrogen bonding to the solvent water occurs. The 
stabilizing factor is base pair stacking but, as said, the hydrogen bonds are important in their 
own right, because they determine the base pairs geometry and are responsible for fitting 
the base pairs into the structure of the double helix accordingly. 

The difference in binding strengths is even more drastic in case of the codon-anticodon 
interactions: G,C-rich triplets are bound much stronger than the corresponding A,T-rich 
codon-anticodon systems but there is apparently no such difference on the ribosome since 
the base composition of the messenger-RNA has very little or no influence on efficiency, 
speed and accuracy of translation. Evolution has created a molecular environment where 
the two base pairs are practically equivalent. The gradualism of thermodynamic strength of 
interactions in chemistry is replaced by yes-or-no decisions – two nucleotides form or don’t 
form a base pair. Processing of genetic information has a lot in common with message 
passing in Shannon’s theory.39 In processing of genetic information chemistry has been truly 
digitalized or in other words, the cell provides an environment that allows for readout of 
nucleotide sequences as if it were written in a language with equivalent digits. 
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Bridging from chemistry to biology 

There are many ways to bring chemistry and biology into the same context. Here we shall 
sketch an origin of life model, which originates from prebiotic chemistry on Earth and leads 
to a scenario that allows for the onset of Darwinian evolution. Discoveries of Thomas 
Cech41,42 and Sydney Altman43 that have been rewarded with the Nobel Prize 1989 in 
chemistry were fundamental for understanding early evolution: RNA molecules called 
ribozymes can catalyze reactions very much like proteins do. An RNA molecule can be doing 
both, coding and catalyzing simultaneously. RNA catalyzing template induced production of 
RNA44 or RNA self-replication in a way is possible. A new combination of structures and 
properties allowed for an important simplification in von Neumann’s theory of self-
reproducing automata. The tape itself can form the machine that is reading the tape! In 
biological language this feature boils down to a class of molecules, which are genotype – 
legislative – and phenotype – executive – at the same time. In principle the concept of an 
RNA polymerase, which replicates an RNA template, appears simple but the search for such 
a molecule turned out to be highly involved.45  The pendant to self-reproduction in 
chemistry is autocatalysis and also here simple autocatalytic systems are very rare. 
Commonly autocatalysis is exhibited by the overall kinetics of complex reaction networks. 

The notion of a prebiotic RNA world,46 which came after a complex mixture of small and 
medium size organic molecules produced by a network of reactions taking place 
predominantly in aqueous solution and preceded our present RNA+protein+DNA world, 
turned out to be very fruitful in many fields from origin of life studies to applications in 
biotechnology.47 The process in the core of the RNA world is RNA-template induced 
polymerization of RNA or in other words RNA self-replication. As said RNA replication by 
ribozymes is very difficult to achieve.43 Later in evolution Nature has developed protein 
enzymes doing this job in RNA virus infection of bacteria: a single enzyme synthesizes the 
complementary strand of an RNA template whereby two tasks have to be accomplished 
simultaneously: (i) the accuracy of incorporation of the correct complementary nucleotide 
has to be sufficiently high to allow for passably correct reproduction and (ii) the separation 
of the template and the newly synthesized strand requires catalytic help. Otherwise a double 
stranded RNA molecule would be formed that requires heating for separation of the two 
strands like it is done in DNA multiplication through polymerase chain reaction (PCR). 
Charles Weissmann48 suggested a mechanism in which nucleotide complementarity is used 
during the incorporation of the incoming nucleotide in order to guarantee a sufficiently low 
error rate and then, the two strands are separated and each one folds into its specific single 
strand structure thereby avoiding double helix formation. The entire multistep mechanism 
has been explored in case of RNA replication by the bacteriophage specific enzyme Q-
replicase.49 



 
 

Page 10 of 16 
 

Darwinian evolution is based on two requirements: (i) selection and (ii) variation. Selection 
as we have seen in the case of the Verhulst equation takes place automatically when self-
reproducing elements compete in a finite world the only thing that is required is a source of 
building blocks for the synthesis of new molecules and the replication machinery in order to 
resupply consumed materials. Variation occurs inevitably since no real process can take 
place with ultimate accuracy – errors cannot be completely avoided in the real world. 
Quantitatively it is necessary that the error rate lies in an appropriate range (see later). All 
features are naturally fulfilled in RNA replication by RNA template specific RNA-polymerases. 
Sol Spiegelman50,51 recognized that a system based on the bacteriophage Q fulfils all 
requirements for cell-free Darwinian evolution and performed the first in vitro evolution 
experiments. In the light of the title of this section: “Cell-free evolution builds a bridge 
between chemistry and biology”. Now fifty-two years later in vitro evolution has come of age 
and many exciting experiments were done.52 

About the same time when Spiegelman started to perform his in vitro evolution experiments 
Manfred Eigen developed a kinetic theory describing the evolution of molecules in the 
languages of chemical kinetics and molecular biology.53 Eigen’s 1971 publication initiated a 
rich body of theoretical and experimental work on the evolution of molecules and led to two 
new concepts: (i) the quasispecies54,55 and (ii) the hypercycle.56,57 A quasispecies is the 
stationary mutant distribution of an asexually multiplying population. It represents the 
genetic reservoir created by asexual reproduction and consists of a most frequent master 
sequence and its closely related and sufficiently fit neighbors in sequence space. Commonly 
but not necessarily, the master sequence is also the fittest sequence in the population (for 
mathematical details see the Appendix). Hypercycles are catalytic systems combining two 
classes of catalytic actions: template induction and catalysis of reactions. Hypercycles show 
dynamical features the are typical for higher order autocatalysis like “once forever” 
decisions or frozen accidents, oscillations and deterministic chaos, and formation of Turing 
patterns. 

The molecular quasispecies53 turned out to be a very useful concept not only in modeling 
test tube evolution of molecules but also in describing virus evolution, bacterial evolution 
and evolution of transformed cellular clones in cancer.58 Here two quantitative relations of 
mutation rates and quasispecies structure will be highlighted: (i) the error threshold of error 
prone replication and (ii) the relation between mutation rates and genome lengths. An 
increase in the error rate per nucleotide and generation, p, leads to more mutants in the 
stationary population. For constant chain lengths   of the polynucleotides a sharp threshold 
at a certain error rate pcrit is observed above which no faithful reproduction is possible: 
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The existence of an error threshold has been used in medical applications to drive 
populations towards extinction through accumulation of incorrect variants or lethal 
mutagenesis. Special drugs were developed, which interfere with nucleotide pair matching 
during the replication process and increase the mutation rate thereby.56 

When the mutation rate is constant because of the accuracy of one and the same replication 
machinery, sufficiently accurate reproduction sets limits to the chain lengths of the 
sequences in stable populations. Since the logarithm of the superiority factor of the master 
sequence is positive and often near one. An over-the-thumb rule assumes that the mutation 
rate cannot strongly exceed the reciprocal chain length: 
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A paper in Science showed59 that the replication accuracy relation versus genome length 
relation holds approximately over seven orders of magnitude from viroids to higher 
eukaryotes including mammals. 

Thomas Cech45 distinguishes three different notions of “RNA worlds”. All three, one way or 
the other, build bridges from chemistry to biology. The “prebiotic RNA world” closes the gap 
between prebiotic chemistry and the simplest molecular systems that are capable of 
evolution. “RNA-world two” is the fascinating multiple task RNA plays in present day cells as 
a mediator between protein chemistry and DNA genetics. “RNA world three”, finally, is the 
world of RNA technology and applications. The almost unlimited diversity of RNA structures 
provides the key to design molecules for predefined purposes. Since RNA can carry digital 
information at the same time, it can be evolved to exert predefined functions and to fulfill 
given tasks. 
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Appendix: The mathematics of natural selection without and with mutation 

Natural selection can be easily cast into a mathematical formalism that is based on limited 
resources in form of the logistic or Verhulst equation28  
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where N(t) is the size of a homogeneous population  = {X} with [X] = N, C is the carrying 
capacity of the ecosystem and f the fitness or Malthus parameter, and chemical kinetics of 
simple reproduction: 
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The symbol A stands for the resource, which is necessary to build a molecule X that is 
capable of self-reproduction. The fitness of the variant X is denoted by f = k A. In the original 
Verhulst equation constant fitness corresponding to a constant concentration [A] = A0 is 
assumed. Limitation of population growth is controlled by the quadratic term. 

In a structured population  = {X1,X2,…,Xn} the same approach leads to an extended 
Verhulst equation:31 
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The solution of the extended Verhulst equation is performed in two steps:  
(i) the time dependence of the population size, 
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where j(t) is the normalized concentration, j(t) = Xj(t) / N(t) , and  
(ii) the time dependence of the internal structure of the population, which can be calculated 
for normalized concentrations j(t) = Xj(t) / N(t) : 
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The solution (ii) is required for the calculation of (i). 
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Error free replication and mutation are considered as parallel chemical reactions:  
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Factorization of the value matrix W = Q  F separates effects of fitness and mutation: 

 

The mutation-selection equation takes on the form: 
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Solutions are obtained after an integrating factor transformation, 
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The dominant eigenvalue is 0 and the corresponding eigenvector represents the 
quasispecies. 
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