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Abstract. The primordial genetic code probably has been a drastically simplified ancestor of
the canonical code that is used by contemporary cells. In order to understand how the present-
day code came about we first need to explain how the language of the building plan can change
without destroying the encoded information. In this work we introduce a minimal organism
model that is based on biophysically reasonable descriptions of RNA and protein, namely
secondary structure folding and knowledge based potentials. The evolution of a population of
such organism under competition for a common resource is simulated explicitly at the level
of individual replication events. Starting with very simple codes, and hence greatly reduced
amino acid alphabets, we observe a diversification of the codes in most simulation runs. The
driving force behind this effect is the possibility produce fitter proteins when the repertoire of
amino acids is enlarged.

1. Introduction

The evolution of the translation machinery still presents a great challenge to
any theory of the Origin of Life. As far as we know, all extant life-forms
use protein enzymes and they all construct them in the same way by translat-
ing an RNA message. Invariably, translation occurs in a highly complicated
RNA/protein complex, the ribosome, using tRNAs that are specifically loaded
with an amino acid. All organism use the same set of twenty amino acids
(22 if we count selenocystein [41, 9] and the recently discovered pyrrolysine
[70]). In all cases tRNA acts as an adapter that allows the transfer of an amino
acid to the growing chain if and only if the three consecutive nucleotides that
form the codon on the mRNA match the tree anticodon nucleotides of the
tRNA. Aminoacyl-tRNA synthesis typically is performed by 20 aminoacyl-
tRNA synthetases, each one specific for a single amino acid; but see [31] for
an overview of an increasing collection of exception to this simple rule.

It is not hard to argue that such a complex mechanism should have
developed from a much simpler one. Unfortunately, because the translation
mechanism is universal, there not too much evidence left from its earlier
evolutionary stages. Even the code itself, i.e., the assignment of an amino acid
to a codon is almost invariant. The most direct evidence for the evolution of
the genetic code is the fact that the code is not quite “universal”. The first
deviations from the standard code were observed in vertebrate mitochondria,
soon many more were identified among different phyla, see Fig. 1.
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Figure 1. The genetic code shows variations among different species that can be represented
as a tree-like graph. The black square marks the so-called universal or standard code. The
definitions of the code variants were obtained from the National Center for Biotechnology
Information (NCBI) website http://www.ncbi.nlm.nih.gov/.

All known non-standard codes, however, appear to be secondarily de-
rived [52]. Interestingly, some changes occur independently in related linages
implying multiple changes within a short period of time during evolution.
Several codons seem to be more easy changeable and were assigned to differ-
ent amino acids. For instance AGG has been reassigned from Arg to Ser, Gly,
and STOP. In particular, STOP-codons seem to be an evolutionary degree of
freedom. Their neutrality may be achieved due to their rareness (they occur
once per gene) and the fact that transcriptional release factors are easy to
change [53].

Another factor that may make codon reassignment evolutionary feasible
is variations in codon frequencies. In fact, codon usage can vary dramati-
cally between different species; see [16] for a recent review and [37] for a
discussion the context of the genetic code.

It has been argued repeatedly by different authors that the Universal
Code is optimal or near optimal in some sense. For example, Freeland et
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al. [21] show that the Universal Code is near optimal in terms of error min-
imization, adaptation for double-strand coding is discussed in [39]. In [45]
a balance of robustness and changeability is advocated, the approach in [1]
focuses on amino acid properties.

While the idea that the genetic code evolves towards more robust coding
properties is compelling, it is by no means clear how such mutations are
accessible. Indeed, the rewired code must be at least neutral at the level of
the proteins that it produces. The selection pressures towards robustness is
weak: evolution towards robustness and evolvability is a second order effect
that can prevail only if the organizational changes do not cause immediate
fitness losses [74, 75, 77].

Possible mechanisms of evolvability of genetic codes are reviewed in
[36]: Code modifications can originate from changes in several components
of the the translation apparatus, e.g.:

- Mutations of the identity elements of tRNA elements may change the
specificity of aminoacylation. The tRNA may then be loaded with a
different amino acid or loading may become ambiguous

- Mutation of the anticodon of the tRNA will cause the incorporation of a
wrong amino acid (unless the anticodon is part of the identity elements,
which is not always the case.

- Mutation of the Aminoacyl synthetase gene might lead to a change in
the loading specificity.

In general, however, such changes will be deleterious because every protein
that contains the modified codon will be affected.

In recent years three mechanisms of codon changes especially in mi-
tochondria were published and each of them predicts certain codon changes
that have not yet been observed.

(1) The Codon Capture Hypothesis [52] states that specific codons dis-
appeared from the code by AT or GC pressure. Hence mutations in the
tRNAs coding for these codons are neutral. If if the pressure is reduced
the codons reappear and may now code for a different amino acid. Sup-
port for this theory comes from the mitochondrial codes, where genes
are AT rich and small.

(2) Ambiguous Intermediate Hypothesis [83] proposes that codons un-
dergo a period of ambiguity instead of disappearing when their meaning
changes. This idea is supported by that fact that RNA in some cases
mis-pairs: G ·A and C ·A pairs may occur at the third codon positions
and G ·U pairs may even occur at the first codon position. Support also
comes from yeast, where a mistranslation between Ser and Leu at the
CUG has been reported.
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(3) The Genome Streamlining Hypothesis [3] assumes that the simplifi-
cation of the translation apparatus is the driving force for codon reas-
signment in mitochondria. Reduction of the genome size has a direct
selective advantage, and even the size of a single tRNA is significant for
very small genomes. This is the driving force for the loss of tRNAs and
hence codons.

In this contribution we describe detailed mechanistic simulations of a
simplified (proto)organism that show that the genetic code can indeed evolve
in the presence of strong selection on the encoded polypeptides. This ap-
proach differs from previous arguments for the adaptive nature of the code in
that we need not assume a direct selection pressure on higher order properties
such as evolvability. Indeed, or model is based on the reproductive success of
individuals which depends only on the quality of the encoded proteins, not on
the code that they use. The evolution of the encoding is therefore an emergent
property in our model.

2. The Minimal Organism Model of Genetic Code Evolution

The current implementation of the Neo-Darwinian framework in the form of
population genetics or quantitative genetics in essence deals with selection
and is hence insufficient to describe features of phenotypic evolution such as
innovation [48]. The reason is that before selection can determine the fate of a
new phenotype, that phenotype must first be produced, or accessed, by means
of variational mechanisms [17]. As far as we know, all heritable variations
of a phenotype must occur through genetic mutation. The accessibility of
a phenotype is therefore determined by the genotype-phenotype map which
determines how phenotypes vary with genotypes [43, 78, 20, 71].

A meaningful model of evolutionary innovation, and this includes any
model evolutionary model of the genetic code, must therefore make explicit
assumptions on the properties of the genotype-phenotype map. In fact, the
genotype-phenotype map must be modeled explicitly based on known princi-
ples of physics, chemistry, and molecular biology in order to obtain a mean-
ingful implementation of phenotypic accessibility.

This approach was tremendously successful in the case of RNA evo-
lution. RNA folding from sequences to secondary structures can be used as
a biophysically realistic, yet extremely simplified toy-model of a genotype-
phenotype map. Simulated populations of replicating and mutating sequences
under selection exhibit many phenomena known from organismal evolution:
neutral drift, punctuated change, plasticity, environmental and genetic canal-
ization, and the emergence of modularity, see e.g. [18, 62, 30, 20, 2]. Lab-
oratory experiments [69, 42, 73] have generated phenomena consistent with
these patterns.
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Even a minimal model for the evolution of the genetic code is necessarily
much more complex. It must deal with all the key players of the translation
machinery in order to provide a meaningful description of the accessibility of
variant codes. In addition, it must include a biophysically reasonable fitness
function.

We base our model on the assumption of an RNA World [22, 7] as a
predecessor of our present DNA/RNA/Protein biology. For a recent review
of the arguments for and against an RNA World Era see [82]. We empha-
size, however, that we make no claim as to whether RNA was the primordial
biopolymer or whether it was preceded by other, simpler molecules such as
PNAs [38], that might be more plausible in terms of prebiotic synthesis [50].

The simulations presented here are motivated by a specific model organ-
ism, Fig. 2 at a (very) late stage of the RNA world, just after tRNA-based
peptide synthesis has been invented and the power of protein-enzyme cataly-
sis is utilized for replication. The main features of our hypothetical primitive
cell, which we interpret as a distant ancestor of the last universal common
ancestor [54, 81] are the following:

(1) RNA genome. It is generally believed that RNA as a molecular carrier
of genomic evolution was only later replaced by by DNA genomes. A
possible explanation for the advantage of DNA in larger genomes in
terms of the mechanism of homologous recombination is described in
[63], although it the reason may simply be the greater chemical stability
of DNA.

(2) RNA-ribosome. Evidence form both in vitro studies [35, 51] and the
analysis of the atomic structure [55] reveals that the ribosome is first and
foremost a ribozyme. On the other hand, no isolated protein, or mixture
of proteins, has ever been shown to catalyze the peptidyl-transferase
reaction [25]. Furthermore, even present-day ribosomes can deal with
a wide variety of amino acids, as exemplified by the incorporation of
artificial amino acids by means of translation [44]. It seems reasonable,
therefore, to assume that the ribosome performs its function independent
of the amino acid alphabet that is used by the organism.

(3) tRNAs acted as crucial adaptors presumably even in the earliest versions
of the translation apparatus; they are mostly likely much older than
the last common ancestor [13]. Each tRNA incorporates two codes: the
codon/anti-codon code that reads the information from the mRNA and
a second operational code [11, 58, 61] that determines the amino acid
with which the tRNA is loaded. This second code is determined by the
aminoacyl-synthetases.

(4) Ribozyme Aminoacyl synthetases. The RNA world hypothesis implies
that present-day mechanism of coded protein synthesis evolved from
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ribozyme-catalyzed acyl-transfer reactions. The existence of specific a-
minoacyl-tRNA synthetase ribozymes has been demonstrated by means
of in vitro evolution [40]. Furthermore, there is evidence that tRNAs
predate their synthetases [56]. The present-day operational code is de-
termined by an intricate pattern of sequence determinants that are rec-
ognized by the aminoacyl-synthetases; in the late RNA world it may
have been as simple as the complementary recognition of the ribozyme
designed by Lee et al.. There is ample evidence that amino acids may
have acted as co-factors in the RNA world [59, 72]. It is plausible there-
fore that specific amino acid recognition and aminoacyl-transferring ri-
bozymes have evolved long before the onset of translation.

(5) Protein Replicase. Ribozymes with ligase-based replication activity [46]
and true replicase activity [33] were recently obtained by in vitro evo-
lution, lending additional credibility to the RNA world scenario. Once
replication is protein dependent all modifications of the code have an
immediate impact on survival. It is therefore sufficient in our model to
consider a polypeptide replicase as the only protein component.

(6) A ribozyme based metabolism is a convenient assumption in our setting
because it need not be modeled explicitly. The wide range of chemical
reactions, including carbon bond formation, that can be catalyzed by
ribozymes [6, 67, 32] make this assumption even plausible.

Only a few of these components need to be modeled explicitly on the
computer. We need a genomic sequence that has to be replicated, we need
the tRNAs and an implementation of the operational code relating a tRNA
sequence to a (set of) amino acids with which it is loaded, and we need a
way of evaluating the replicase protein that is encoded on the genome. We
don’t have to implement the details of the replication process, the action of
the ribosome, and the metabolism. This is equivalent to assuming that (i) the
rate-limiting step in the “cell-cycle” of our model is the replication of the
genome.

We remark that our ansatz allows an alternative interpretation as well: if
we assume that replication is still RNA based and that the rate limiting step
is a protein-enzyme based metabolism, we arrive at the same type of model.

3. Implementation of the Model Organism

The genome of our model organism consists of the mRNA for the replicase
protein and a variable number of tRNA genes.

In order to model the structural requirements on a tRNA that are im-
posed by the ribosome we require that each putative tRNA must fold into
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Figure 2. Model of a minimal organism with translation. It has a genome that carries genes
for a protein replicase and tRNAs as well as a primitive translation apparatus and a system
for loading tRNAs with amino acids. Neither the proto-ribosome nor the aminoacyl trans-
ferases are modeled in molecular detail. The protein sequence of the replicase determines
rate and accuracy of replication. Translation proceeds by the usual rule of codon/anti-codon
complementarity. The loading of a tRNA with a certain amino acid depends on a sequence de-
terminants on the tRNA. The replication rate of the organism is determined by the replication
rate of its genome.

the canonical cloverleaf structure that is characteristic for tRNAs, Fig. 3.
RNA secondary structures can be predicted accurately and efficiently based
on thermodynamic rules [85]. We use the implementation of the minimum
energy folding from the Vienna RNA Package1 [28]. For the purpose of
our model, a functional tRNA is a sequence of length 76 whose secondary
structure matches the regular expression given in Fig. 3.

There is no generally accepted model for the affinity of individual amino-
acids to RNA sequences. We therefore employ a rather arbitrary table of
amino acid assignments to the tRNAs that depends on the sequence of the
anticodon loop and the two terminal nucleotides. The algorithm is described
in the lower panel of Fig. 3.

A codon of the message is translated to the amino acid of the tRNA in
the genome that has the anticodon sequence closest (in Hamming distance)
to the complement of the codon. In case of equal hamming distance a match
at the 1st codon position is preferred over 2nd, and 2nd over 3rd. The code
may be ambiguous if two or more tRNAs match a codon equally well. In this
case the assignment is done stochastically (but the assignment is then kept

1 http://www.tbi.univie.ac.at/RNA/
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Figure 3. The canonical clover leave structure of a tRNA. L.h.s.: conventional drawing with
the conserved nucleotides marked. The R.h.s. gives the perl-style regular expression that
defined a tRNA for our purposes.
Given a correctly folded tRNA sequence the amino acid with which is loaded is computed
by the following algorithm: (i) The determinants are the nucleotides 1, 76, and the anticodon
loop. (ii) These are translated to a binary code using A=00, U=01, G=10, and C=11. (iii) The
first and second five bits are combined using the “xor” operation to give a number between 0
and 31. (iv) This number is interpreted as an amino acid from the alphabet N,P, Q, A, R, S, C,
T, D, E, V, F, W, G, H, Y, I, K, L, M or as a STOP signal. In this example the anti-codon is
ACA, the corresponding codon is thus UGU, which is mapped to the leucine L.

fixed for the lifetime of the individual). The tRNAs that fold into the correct
secondary structure together with the sequence dependent loading algorithm
described in Fig.3 therefore determines the genetic code. The mRNA for the
replicase is translated into its amino acid sequence according to this code.

The evaluation of the resulting protein is based on its structure. Of course
we do not attempt to solve the folding problem. Instead we determine how
well the amino acid sequence fits onto a target structure. We used the structure
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of the T7 RNA polymerase, for which an X-ray structure with a resolution of
3.3Å, PDP file 4rnpA, is available [68], Fig. 4

Knowledge-based potential are well suited to discriminate between cor-
rectly folded and mis-folded proteins [27, 65, 66], an approach that was
previously used to explore the sequence-structure map of proteins [5, 4]. For
the sake of computational efficiency we do not use M. Sippl’s PROSA-potential
here. Instead we us a 4-point potential [80] that is based on Alexander Trop-
sha’s Delauney tessellation potentials [49, 64, 84]. The idea of inverse folding
[8] by means of knowledge-based potentials is to compare the energy W (x,ψ)
of sequence x threaded onto structure ψ with the distribution of energies
obtained from threading x onto a large library of unrelated protein struc-
tures. From W (x,ψ), the mean W (x) and the standard deviation σW (x) of this
distribution one computes the z-score

z(x,ψ) =
W (x,ψ)−W (x)

σW (x)
(1)

which measure how well the sequence x fits onto structure ψ. It seems natural
therefore to use z(x,4rnpA) as fitness function.

The replicase also determines the replication accuracy. Certain positions
at the active site are responsible for the identification of the template base, and
direct the recruitment of a nucleotide for elongation. We used the deviation
of local folding energies from the values for the wild-type sequence for these
21 amino acids. For the details we refer to the PhD dissertation of the first
author [79].

In summary, therefore, our model organism has a genome x that (via its
tRNAs) defines its genetic code and (via properties of the protein resulting
from this code) determines its replication rate Ax and its replication accuracy,
as measured by the single-digit error rate µx.

4. Simulation in a Tank Reactor

The simplest experimental setup for observing a population over long periods
of time is serial transfer [69], where at fixed time interval a tiny fraction of the
population is transfered to a virgin growth medium. In chemical kinetics the
chemostat (flow reactor) is preferred, where the population is fed a constant
supply of nutrients and the total volume is kept constant. An approximate
realization of an evolution reactor under constant organization is Husimi’s
cellstat [29]. From a theoretical point of view, serial transfer can be viewed
as the discrete time version of the flow reactor; both lead to very similar
dynamical behavior [26].

Both models are rather easily implemented on the computer. Sophisti-
cated version are based on Gillespie’s algorithm [23] that exactly simulates
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Figure 4. Delauney tessellation of the T7 RNA-polymerase structure 4rnpA. The red balls
indicate the Cα atoms. The energy W (x,4rnpA) is the sum of contributions Ui jkl for each
tetrahedron that depend on the aminoacids at corners and their relative location along the
chain, and a surface term for each triangle on the surface of the molecule [80].

the stochastic reaction kinetics of mutation and fitness proportional selection
[19]. In order to save computer resources we resort to a somewhat simpler
approximate scheme of tournament selection [24] where two individuals in
the population are picked at random, their fitness is compared, and the fitter
one is replicated. In order to limit the population size, the child organism
replaces another randomly picked individual.

This reaction scheme in essence reproduces Eigen’s quasi-species model
[12, 14]

dpx

dt
= ∑

y
{QxyAy py −QyxAx px} (2)

Here Ax is the replication rate of an organism with genome x and Qxy is the
mutation rate from y to x. If we consider only point mutations with a mutation
probability of µx at each position, we get

Qxy =

(

µy

α−1

)d(x,y)

(1−µy)
n−d(x,y) (3)
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where d(x,y) is the Hamming distance between the parent and offspring
genome. Equ.(2) described replication and point mutation. In contrast to the
usual quasi-species model the error rate µx is an explicit function of the
parental genome. Nevertheless, the model behaves dynamically just like a
classical quasi-species: survival of the fittest leads to a predominant master
species that is surrounded by a “tail” of mutants. If a mutant becomes fitter
than the master, the population drifts toward this new species. The population
avoids the error-threshold phenomenon by adjusting the mutation rate.

Gene duplication still is an important mechanism of genomic evolution,
see e.g. [76]. Hence we include the duplication of tRNA genes as macro-
mutation events. Mutation may then act on the duplicate genes and lead to
diversification of the code.

We assume that a rudimentary coding system is already in place, i.e., we
do not attempt to model the origin of coding itself. Thus an initial condition
must be prepared consisting of a “primordial code” and a an associated gene
for the replicase that leads to a non-zero replication rate.

It was shown in [5] by means of computer simulations that various small
subsets of the amino acid alphabet can be used to design polypeptide se-
quences with native-like z-scores for known proteins. Experimental evidence
is described e.g. in [10, 34, 60]. First we produce an inverse-folded protein
sequence for 4rnpA by means of adaptive walks with a restricted amino acid
alphabet as described in [5], then we use the initial code to reverse-translate
it into a mRNA. The tRNAs for the initial genome are produced by inverse
RNA folding with prescribed nucleotides at the determinant positions using
the program RNAinverse for the Vienna RNA Package [28]. The simula-
tion is then started with the tank reactor filled with N identical copies of the
“primordial organism”.

5. Results

5.1. EXPANSION OF TWO-AMINO-ACID ALPHABETS

The simplest conceivable initial alphabets distinguish only between one hy-
drophilic and one hydrophobic amino acid. One of these simulations is dis-
cussed in some details in Fig. 5. In some runs no new amino acid is incorpo-
rated within some 107 replication events. In most simulation runs, however,
we find 4-7 amino acids at the end of the simulation, often with one or
two additional ones that were invented and managed to spread through the
population but were forgotten at later stage.

As a global indicator of evolutionary progress we consider the average
fitness F of the population as a function of time. The diversity of encoded
amino acids in the population is conveniently measured by the “amino acid
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Figure 5. Extension of the LD amino acid alphabet as a function of simulation time. The upper
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entropy”
SA = −∑

a
fa log2 fa (4)

where fa is the fraction of amino acids a in an organism’s replicase. Anal-
ogously, the frequencies of codon usage can be used to compute a “codon
usage entropy” Sc. Both the average fitness and the entropy measures increase
with time. The increase of F is implicit in the model [12]; the increase of the
entropy measures, on the other hand, describe the increase in the complexity
of the evolving codes. We expect SA ≈ Sc if there is only one codon in use
for each amino acid. We observe, however, that Sc > SA, indicating that the
redundancies in the code yield to diversification in codon usage. On the other
hand, the value of Sc ≈ 2.5bit at the end of the run in Fig. 5 is much smaller
than the theoretical maximum of 3× 2bit for a nucleotide triplets. The slow
increase in SA and Sc shows that amino acid innovation occur via rare codons,
whose usage in the genome increases as a consequence of subsequent muta-
tions. In some cases a codon that is already commonly used for a redundantly
coded amino acid is reassigned, i.e., the code is refined. Such an event can be
detected form a comparison of the two entropy curves: The codon entropy Sc

remains smooth while the amino acid entropy SA sharply increases because
of the novel amino acid. An example of such a refinement event can be seen
in Fig. 5.

Simulations that were started with small alphabets (e.g. LD) tend in a
first phase to reach “codon coverage”. By codon coverage we mean that each
group of codons (ANN, UNN, GNN, and CNN) is translated unambiguously
to a different amino acid. Only in a later phase further refinements of the code
are observed. This is a consequence of the assignment of tRNAs to codons
described in Section 3 which implies that the first codon position is more
important for the matching than the second and the third.

As soon as a modification of the alphabet is fixated in the population, a
further innovation becomes less likely because over the following thousands
of generations fitness advantages can be drawn rather easily from spreading
the usage of the novel amino acid. As the number of innovations past codon
coverage is small we have not been able to extract a common pattern from
the further expansion steps.

5.2. EXPERIMENTS WITH LARGER ALPHABETS

The amino acid alphabet AKGV, with codons of the form GNC was proposed
as the primordial amino acid alphabet in [15], the alphabet ADLG is another
candidate [47] for the primordial one; the restriction of inverse folding to this
alphabet was studied in some detail in [5]. Computations using knowledge-
based potentials suggest that this alphabet allows inverse folding of a variety
of present day protein structures. A phage display experiment [57] resem-
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Figure 6. Coded amino acids as a function of time in six different runs that were started with
three to five letter alphabets QLR (top row), ADLG (middle row), AKGV (lower left), and
IKEAG (lower right).

bling the evolution of the SH3 domain (an important part of intracellular
signaling) identified an alphabet consisting of two hydrophobic (I and A),
two hydrophilic (K, E) and Glycine G as essentially sufficient to build the
binding site.

Sauer and co-workers [10, 60] used the QLR alphabet for their work on
random polypeptides. Inverse folding does not yield wild-type like z-scores
for globular proteins [5]; this may not be surprising since Sauer’s experimen-
tal QLR-peptides form multimeric structures. For unknown reasons it seems
hard to expand the QLR alphabet in our simulation runs.

Starting from the larger alphabets yields in qualitatively the same end
results as the simulations that were initiated with a two-letter alphabet: The
final codes contain at most 7 coded amino-acids, Tab, I.
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Table I. Summary of Simulation Runs
Run E D K R H S Q T N C Y W F M P V L I A G

ADLG_pks05 � F F � � �

ADLG_prali � F F � � �

AGKV_pks04 � � � �

AGKV_pks07 F � F F � � �

IG_pks13 F ♦ F � �

IKEAG_pks04 � � � � �

IKEAG_pks13 ♣ � F F F � � �

LD_4_pks06 � F F F F � ♦

LD_3_pks06 � F F � ♦

LD_2_pks06 � �

LD_pks03 � F �

QLR_pks11 � � F �

QLR_pks12 � � F �

QLR_pks00 � � �

� kept from start, F invented, � lost, ♦ invented and lost again, ♣ lost and re-invented.

The model includes the possibility that the evolving organism fine-tune
the mutation rate. We observe that the mutation rate decreases with with time
so that the invention of additional amino acids become more and more un-
likely. This can be understood by the fact that a reduction in mutation rate
increases the population fitness by reducing the number of detrimental off-
spring. This self-adaptation of the mutation rate will require a more detailed
investigation.

6. Concluding Remarks

We have described a mechanistic model of the evolution of simple genetic
codes. Our simulations show that the increase in fitness that can be achieved
with more diverse amino acid repertoires is sufficient to cause an increase
of the alphabet size from two to about six or seven. The small size of the
protein-coding part of our model genome (a single gene with only a few
hundred amino acids, Fig. 4) implies that a moderate diversity of the amino
acid alphabet is sufficient to produce very good sequences. We suspect that
the inclusion of additional proteins in the fitness function will increase the
potential fitness effects of further amino acid innovations.

In the computational setting presented in this contribution, at least, we
were able to show that the genetic code can evolve. Our simulations tend
to lead to codes that span the full range of polarities. We view this as an
indication that the knowledge-based potentials underlying the evaluation of
the protein’s fitness are at least qualitatively reasonable.

In principle, simulations of the type presented here allow to test hypothe-
ses on the origin of the genetic code, such as whether a particular property
is evolved or incidental. However, even for the minimal organism presented
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here, the simulations require considerable computational effort. The data that
we have accumulated so far are, for example, insufficient to test hypotheses
about the optimality of the present-day code(s).

Further simulation with varied initial conditions may yield a realistic
scenario for the expansion of the amino acid alphabet. Other questions will re-
quire extensions of the model. One might argue, for example, that the present-
day code is optimized to allow rapid adaptation of proteins. But in order to
optimize the code for “evolvability” our model would have to incorporate a
time-dependent environment.

It will be interesting to see if extensions of the present models towards
a more sophisticated protein machinery will indeed lead to a full set amino
acids.
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