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RNA molecules fold back onto themselves through interaction of complementary segments of the linear sequence. This process which leads to the biologically functional shape of an RNA molecule is called "folding". The formed secondary structure captures most of the folding free energy and can be formally described by a set of base pairs.

Computational methods exist that allow one to predict ground states, base pairing probabilities, and other thermodynamic properties of RNA secondary structures with relatively high accuracy. These algorithms are based on experimentally determined enthalpy and entropy parameters.

Besides the ground state, an RNA can adopt a multitude of different structures that taken together constitute a conformational ensemble. By introducing a notion of structural neighborhood the ensemble and the free energies of its members form an energy landscape.

This sets the scene to investigate the folding and refolding dynamics of RNA molecules. Biological phenomena like regulation of gene expression by riboswitches, attenuators in prokaryotic cells, or structural changes of the genomic RNA of viroids and RNA-viruses require an understanding of refolding paths and their kinetics.

In my PhD thesis I present novel heuristic algorithms to predict optimal folding paths and folding behavior on top of an abstract view of the energy landscape using distance class partitioning. Great value is set on the applicability of these algorithms to RNA molecules of biologically significant sequence lengths. By exploration of variable and static energy landscapes with stochastic and deterministic techniques the new approaches can even be used to predict folding kinetics during transcription.

Furthermore, I developed an extension to existing RNA-RNA interaction prediction tools that allows their application to RNA/DNA heterodimers, which for instance occur in the transcription process. To provide an efficient and accurate framework for all my secondary structure based analyses, I implemented the latest thermodynamic energy models into the ViennaRNA Package. In addition, G-Quadruplexes were introduced into several programs of the ViennaRNA Package and constitute the first structural motif beyond classic secondary structures.

These new methods may help to better understand the relation between structural features of the energy landscape and their impact on the folding kinetics of RNA molecules. Therefore, this might open the path to in silico design of RNA molecules with prescribed folding behavior, knowledge that will facilitate research in highly interdisciplinary areas such as Synthetic Biology.
ZUSAMMENFASSUNG


Neben den Grundzustand kann eine RNA eine Vielzahl verschiedener Strukturen annehmen, welche gemeinsam eine Ensemble verschiedenster Konformationen darstellen. Durch die Einführung des Begriffs der 'strukturellen Nachbarschaft' bildet dieses Ensemble, zusammen mit der freien Energien seiner Elemente, eine Energielandschaft.


Diese neuen Verfahren können helfen, die Beziehung zwischen Strukturmerkmalen der Energielandschaft und ihren Einfluß auf Faltungskinetik von RNA-Molekülen bes-
ser zu verstehen. Weiters könnten dadurch neue Wege in Richtung in silico Design von RNAs mit bestimmten Faltungsverhalten eröffnet werden und somit in stark interdisziplinären Bereichen wie der Synthetischen Biologie Anwendung finden.
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Part I

RNA IN VIVO, IN VITRO, AND IN SILICO
INTRODUCTION

1.1 BIOLOGICAL BACKGROUND AND MOTIVATION

Amongst the most prominent macro molecules in living cells are the nucleic acids deoxy-ribonucleic acid (DNA) and ribonucleic acid (RNA). While DNA serves as information storage forming a template for the transcription of RNA, it was long assumed that RNA itself merely represents an intermediate messenger RNA (mRNA) on the way to the final gene product, a protein. Therefore, its only purpose is to provide information flow from the DNA to the protein production facilities of the cell, the ribosomes. This model is well known as the central dogma of molecular biology [45, 44], depicted in Figure 1.

However, as it turned out, RNA is capable to do much more. Already at the time when the central dogma was proposed in the 1970s, it was found that two types of RNA, namely transfer RNA (tRNA) and ribosomal RNA (rRNA), are rather exceptional, since their nucleotide sequence does code for any proteins. Instead, they interact with the ribosome and play an active role in the translation of the genetic code into proteins [163]. Later, many more so-called non-coding RNA (ncRNA)s were discovered that, although being transcribed, do not encode proteins.

In the early 1980s, several labs discovered RNAs with catalytic activity, so-called ribozymes, that able to cleave and ligate their own phosphate backbone (autocatalytic ribozymes) or use other RNAs as substrates. This has been shown for instance for the RNA component of ribonuclease P [90], the hairpin ribozyme [225], and the hammerhead ribozyme [229, 26]. A more detailed investigation of the ribosome revealed, that the RNA component, the rRNA, is the active part of the ribosome that catalyzes the peptide bond between two consecutive amino acids [171, 193].

Moreover, a small nuclear RNA (snRNA) is typically bound in complexes of specific proteins, the so called small nuclear ribonucleic particles (snRNP), and plays a significant role in enzymatic reactions of RNA intron splicing, maintenance of DNA telomer, as well as the regulation of transcription in the nucleus [62, 194, 139]. In fact, RNA is able to catalyze a wide variety of reaction types, including phosphoryl group transfer, isomerisation of C-C bonds and hydrolysis [219, 26, 24].

In 1986, Thomas Cech proposed “A model for the RNA-catalyzed replication of RNA” [36]. This ground breaking work showed, for the first time, that RNA itself may act as a self-replicating system without the need for any auxiliary protein enzymes. Thus, RNA may have been among the first self-sustaining macro molecules in a prebiotic world, prior to the emergence of the last universal common ancestor (LUCA). Its capability
to store information, replicate itself, and act as a catalytic entity opens the possibility of a precellular evolution, where RNAs may have been one basic step at the origin of life, known as the RNA World hypothesis [23, 50, 83, 101, 120, 35]. This hypothesis is also supported by the findings of quasi-species effects in RNA viruses, subviral circular RNA plant-pathogens (viroids) [43, 98], and evolutionary effects of other short, replicating RNA sequences [144].

The last feature of RNAs that I want to mention here, is in my opinion also the most intriguing: their role in gene regulation. For many years it was widely believed that regulation and control over of gene expression is mainly determined by proteins and enzymes, both on transcriptional and translational level. However, within the last decade, more and more evidence has been provided which suggests, that RNA itself acts as the major driving force in gene regulation and thus servers as an additional RNA based layer of gene regulation [165]. Bacterial riboswitches, for instance, use transient structures allowing them to sense small ligand molecules or temperature changes in their environment, in order to activate or inactive gene expression [243]. This mode of gene regulation is widely used amongst bacteria and archaea, and can act on transcriptional, as well as translational level [235]. Many bacterial mRNAs contain regulatory elements in their 5′ untranslated region (UTR) that cotranscriptionally fold into structures which in turn tightly sequester the Shine-Dalgarno (SD) sequence, and thus inhibit translation [22, 89, 232]. A complex example for an RNA based control of gene expression provides the Hok-Sok system [222, 78] in Escherichia coli. This system constitutes a control mechanism to ensure correct cell division and plasmid stabilization. Both, the ncRNA Sok (suppression-of-killing) and the toxin encoding Hok gene (host-killing) reside on a plasmid, named R1. The principle of this system can be sketched as follows: Sok binds to hok mRNA and prevents translation of HOK pro-
tein. In the absence of Sok, Hok is expressed and the bacterium dies. The interesting part of this system, however, lies in the details. During transcription, the Hok mRNA becomes trapped in a translationally inactive form that masks the SD sequence. The fully transcribed Hok mRNA then refolds into a further inactive state that is subjected to 3′ exonucleolytic cleavage. As degradation proceeds, it triggers several RNA structure refolding events that finally convert the mRNA into an active form, where the SD sequence becomes accessible to the ribosome. Hence, translation of the HOK protein is initiated leading the death of the cell through depolarization of the cell membrane. At this step Sok ncRNA antidote comes into play. In bacteria carrying this gene, Sok is constitutively expressed and can bind proximal to the SD sequence of the active form of Hok mRNA. This interaction finally triggers degradation of Hok by RNaseIII, thus keeping the cell viable.
1.2 THE STRUCTURE OF THIS THESIS

Within this thesis, four papers are presented, that set the foundation for my main focus of research: to detect, understand, predict, and possibly design cis-acting multi-stable RNA structures (see also Chapter 4). Of course, the methods presented here are applicable to a wide range of RNA secondary structure related analyses. On top of these methods and tools, the potential of applications will be discussed exemplarily for three important bioinformatics analysis, that have not yet been published:

1. The detection of meta stable secondary structures, i.e. RNAs with the potential to switch between at least two low free energy conformations.

2. A method for coarse grained simulation if RNA folding dynamics that utilizes ab initio partitioning of the secondary structure space.

3. Cotranscriptional folding simulation and the detection of kinetic traps.

The most important toolset for in silico RNA secondary structure analysis is a framework that allows efficient and accurate predictions. Such a toolset is provided by the ViennaRNA Package [104, 137]. Although initially developed about 20 years ago, it still is one of the most accurate and fastest Dynamic Programming (DP) implementations for RNA secondary structure prediction [75, 137]. The programs included in the ViennaRNA Package can be used for a variety of secondary structure analyses, as for instance (i) simple minimum free energy (MFE) structure prediction for single sequences, sequence alignments, and interacting RNAs [104, 20, 19], (ii) genome-wide scans for interactions between a long target RNA and a (semi-) complementary short query sequence [213], and (iii) the generation of sets of suboptimal secondary structures by three different approaches[264, 255, 54]. The core of the ViennaRNA Package is a library of implemented algorithms written in the programming language C, that allows third party applications to easily interface with the very fast realizations of the corresponding methods. For rapid prototyping, this library is also exported to the scripting language Perl.

However, its a long and winding road from the development of new models to their later application. Much effort is necessary to include them into large software projects. This was especially true for the ViennaRNA Package. Over the past two decades, the group around David Mathews made an enormous effort to measure melting temperatures for a comprehensive set of small RNA structures [227, 152, 150, 228]. These constitute the source of the free energy parameters used in virtually all physics based secondary structure prediction algorithms to-date. Moreover, their enduring effort to revise previous experiments resulted in more accurate, yet more complex models. The

1 Manuscript in preparation
2 By the time of writing this thesis I also included an interface for the scripting language Python, which is now included in the distributed source code archive of the ViennaRNA Package
ViennaRNA Package as of the year 2008, i.e. in the beginning of my years of PhD study, implemented an energy model that got a bit long in the tooth. Already four years had passed since a new, more accurate model had been proposed [151].

To bring the ViennaRNA Package and its powerful set of tools back on track was therefore one of the top priorities on my to-do list, during my time at the TBI, the home of the ViennaRNA Package. But as it turned out, that over the years contributions by dozens of researchers introduced thousands of lines of redundant code. Implementing the latest energy model into every single application of the ViennaRNA Package would have required me to repeat the same task over and over again. Thus, I decided to reimplement major parts of the software package and unify the code base to simplify eventual future updates. The result of this work is presented in my publication "ViennaRNA Package 2.0" [137], in Part iv, Chapter 7.

The development of methods that allow one to investigate multi-stable RNA secondary structures requires many different techniques. Starting with a static view on the ensemble of secondary structure, my first steps were towards a more generalized view on the idea of distance class partitioning using a reference structure as introduced by Freyhult et al. [72]. This allowed me to develop an algorithm that not only predicts meta-stable low free energy structures, but also opens up new ways to tackle various problems requiring a deeper understanding of the entire secondary structure space. The RNA2Dfold algorithm partitions the structure space into distance classes with respect to two references, while exploiting the sparseness of the resulting DP matrices. The latter permits analysis of relatively long RNAs as found in many biological model systems.

My publication "2D Projections of RNA folding Landscapes" [136] sets the foundation for my work on distance classes, see Chapter 9. Potential applications for the concept of distance class partitioning are exemplarily discussed in much detail in Chapters 11, and 12. They include methods for the estimation of refolding energy barriers, and the prediction RNA folding dynamics, respectively. Moreover, efficient methods to simulate RNA folding dynamics offer the potential to investigate the folding behavior of RNAs under varying environmental settings. One such environmental setting is chain growth during transcription, which is why I discuss cotranscriptional folding and its dynamics in the context of distance class partitioning within the last section of Chapter 12.

As further outlined in Chapters 11, 12, and 13, the ideas of distance class partitioning are not restricted to only two reference structures. In fact, they can be applied to an arbitrary number of reference structures. However, the computational effort for this purpose would render most ideas practically impossible. Thus, I suggest an alternative, computationally cheaper method in the last part of this thesis (see "Conclusions and Outlook", Chapter 13).

Since RNA molecules in living cells are produced by a process called transcription, where an enzyme, the RNA polymerase, assembles the nucleotides of the RNA accord-
ing the sequence of a DNA template, the interplay between RNA and DNA is of uttermost importance. This is due to the fact, that an already transcribed RNA segment of about 8 nt, that still resides within the transcription bubble, stays attached to its complementary DNA template. Depending on the strength of this interaction, the RNA/DNA hybrid is able to slow down the transcription process or even terminate it [174, 260]. Furthermore, RNA/DNA hybrids have been found to be involved in many more contexts such as gene silencing, genome stability, and DNA damage [10, 3, 113].

Thus, efficient tools are required to predict the interactions, determine their stability, and investigate the nature of RNA/DNA hybrids. Such tools must take the concurrent intramolecular and intermolecular interactions between and within both nucleic acids into account [138] (See Chapter 8, "Prediction of RNA/DNA hybrid structure"). Consequently, the predicted thermodynamic properties allow for many applications, such as the prediction of R-loops which are known to be involved in genome instability and DNA damage [10, 3, 113]. Additionally, such a method also allows one to develop more sophisticated cotranscriptional folding algorithms. Here, the constant transcription speed used in virtually all available methods to-date may be replaced by a more elaborate approach that governs the transcription speed based on the interaction between RNA and DNA [259].

The restricted perspective of secondary structure prediction itself rules out many structural elements that are necessary to understand the functional relationship between an RNAs structure and its environment [256, 29]. However, the extension of the well established and efficient method of secondary structure prediction towards tertiary interactions of RNAs is difficult, both in terms of development of efficient models, and their accurate parametrization. A brief introduction to this topic is given in Chapter 3.8, followed by an outlook to future perspectives in the last chapter. In fact, many of the tertiary interactions can not be efficiently integrated into today’s structure prediction algorithms. Nonetheless, some self-contained structural elements such as G-Quadruplexes [249], whose thermodynamic properties have been experimentally evaluated [156, 261] make it possible to do exactly that: incorporate RNA modules into fast and efficient secondary structure prediction algorithms.

Such an extension is provided with my work “2D meets 4G: G-Quadruplexes in RNA Secondary Structure Prediction”, as included in Chapter 10. Since G-Quadruplexes are extraordinary stable tertiary structure elements which control gene regulation on the mRNA level as parts of the 5’ UTR, act as recognition sites for RNA-protein interactions of transcripts involved in brain development [212], and maintain RNA stability by preventing degradation through exonucleases in the 3’ UTR, they constitute an integral part of the life-cycle of many RNAs [249]. The potential of the described method for G-Quadruplex prediction using secondary structure prediction algorithms is further outlined in the last part of this thesis, Chapter 13.

This thesis starts with an historical overview of the advances in RNA secondary structure prediction over the last four decades. Although within the last ten years or so
many probabilistic approaches on RNA secondary structure prediction emerged [124, 57, 96], I restrict myself here to an in-depth discussion of physics (thermodynamic) based DP approaches. Therefore, Chapter 2 sets the mathematical foundations that are necessary for the development of all structure prediction algorithms, which are explained in detail in Chapter 3. The subsequent Chapters 4, 5, and 6 then extend from the prospect of single secondary structures to the connections and dynamics between them. Part iv includes the most essential publications for my hitherto research, as outlined earlier in this section. The last part, Chapters 11, 12, and 13, includes a broad discussion about the potential and future perspectives of the methods that I developed for this PhD thesis.
From the biochemical point of view, nucleic acids such as DNA or RNA are linear or circular biopolymers that consist of a sequence of nucleotides connected by a phosphodiester bond. The nucleotides themselves are composed of three organic molecules, a nitrogenous base, a five-carbon sugar, and a phosphate group. Monomers lacking the phosphate group are termed nucleosides. In the unpolymerized state, nucleotides may carry more than a single phosphate group. Accordingly, nucleic acid monomers carrying a single, two, or three phosphate groups are named nucleoside mono-Phosphate (NMP), nucleoside di-Phosphate (NDP), and nucleoside tri-Phosphate (NTP), respectively. The main difference between nucleic acids is in the ribose, precisely in its C2′ atom. While RNA has a hydroxyl group attached to this position, this group is substituted by a hydrogen atom in DNA, hence the name deoxyribonucleic acid. Furthermore, both biopolymers distinguish only a four letter alphabet in terms of the consecutive sequence of their nitrogenous bases, the purines adenine (A) and guanine (G), and the pyrimidines cytosine and thymine (T), where the latter is replaced by uracil (U) in RNA (see Figure 2). In nature, nucleotides are polymerized by an enzyme, the RNA polymerase, that catalyzes the phosphodiester bond between the C3′ atom of one, and the C5′ atom of another ribose part. Thus, a chain molecule of nucleotides has two free ends, 5′ and 3′, and it grows from its 5′ to 3′ end.

As a convention biochemistry discriminates four levels of abstraction for biopolymers that consist of a recurring, relatively small number of distinct monomers, the primary, secondary, tertiary, and quaternary structure. The first three of them are the most relevant in RNA biology, exemplified for the hammerhead ribozyme in Figure 3.

**PRIMARY STRUCTURE** The primary structure is just the sequence of monomers in a defined reading direction along the polymer. For RNA this is the sequence of ribonucleotides A, G, C, and U, read from the 5′ to 3′ end, since this is its most natural reading direction. Typical sequence lengths of RNA primary structures vary from about 22 nucleotides, for the short micro RNA (miRNA), to several thousand for some mRNA transcripts.

**SECONDARY STRUCTURE** Similar to the two complementary strands that form the double helix of DNA in all living organisms, RNA can form base pairs as well. However, RNA is typically found as a single molecule, where complementary parts of the
The same sequence allow it to fold back on itself. As in DNA, the most abundant base pairs in RNAs are the so-called Watson-Crick base pairs, named after the heads of the team of scientists who discovered the DNA helix in 1953 [244]. They suggested that DNA consists of a helix of two complementary strands, bound together by hydrogen bonds between two opposing nucleotides. Particularly, a pyrimidine pairs with a purine, where A pairs with T, and G pairs with C, forming two and three hydrogen bonds, respectively. This finally answered the observation made by the chemist E. Chargaff, who found in the late 1940s, that the relative quantities of the DNA nucleotides in cells from diverse organisms are equally correlated [38]. In 1954, A. Rich and J.D. Watson proposed that RNA is able to form base pairs as well, having A-U pairs instead of A-T [189]. Furthermore, RNA frequently forms an additional, energetically weaker base pair between a G and a U, the so-called Wobble pair [233].

This set of three types of base pairs, the Watson-Crick base pairs G-C and A-U, and the Wobble pair G-U, as depicted in Figure 2, are assumed to largely determine an RNAs spatial arrangement, and may therefore be used to describe an RNAs conformation in the most conceptional way, the secondary structure. Still, this limited number of base pairs, the so-called canonical base pairs, are not the full story. In fact, there...
are many more types of base pairs that belong to the so-called group of non-canonical pairs \([247, 210]\). However, they are generally treated as tertiary interactions and will be only briefly discussed in Chapter 3.8. A further restriction of the arrangement of these base pairs, conventionally used in bioinformatics dealing with RNA structure prediction, is introduced in the next section.

**Tertiary Structure**  The complete three-dimensional conformation of an RNA contributes to the tertiary structure. It is usually given as the coordinates of its atoms in space, but also intramolecular interactions beyond pairs of nucleotides, such as base triples, are commonly accepted to be part of the tertiary, instead of the secondary structure. The same applies to knotted structures and pseudo knots, which are generally treated as tertiary interactions (see Chapters 2.2 and 3.8).

![Figure 3: Structures of a 49 nucleotide RNA hammerhead ribozyme taken from [229]. (A) Primary structure as supplied in the article. (B) Secondary structure predicted with RNAfold of the ViennaRNA Package [104] (C) Tertiary structure displayed by PyMOL, 3-D structure based on PDB-ID 1RMN](image)

### 2.2 ON RNA SECONDARY STRUCTURES AND GRAPHS

**The (Formal) Definition of a Secondary Structure**  As mentioned earlier, the primary structure of an RNA, the RNA sequence \(\sigma = (N_1, \ldots, N_n)\), is an ordered set of letters \(N_i \in \Sigma\) from 5’ to 3’ end, where the alphabet \(\Sigma = \{A, G, C, U\}\), and \(n\) is the sequence length. The secondary structure \(s\), is the set of base pairs, i.e. the set
of pairs \((i, j)\) of sequence positions \(i\) and \(j\) that form hydrogen bonds between each other. Therefore, from a mathematical point of view, an RNA secondary structure can be considered a (labeled) graph \(G = (V, E)\), where the nucleotides, particularly their positions in the sequence, constitute the vertex set \(V = \{1, \ldots, n\}\). The edge set \(E = \{(i, j)\}\), on the other hand, is derived from (i) the strong covalent bond between two consecutive nucleotides \((i, i + 1)\), representing the phosphate backbone of the RNA, and (ii) its pairs of hydrogen bonds between two complementary nucleotides, the base pairs \((i, j)\). As a convention, an RNA secondary structure is considered valid, if it complies with the following definition.

**Definition 2.1** A valid secondary structure graph \(G = (V, E)\) can be described by an adjacency matrix \(A\) with entries \(a_{i,j} = 1\) for each \((i, j) \in E\), and fulfills the following properties \([240, 242]\):

1. \(a_{i,i+1} = 1\) for \(1 \leq i < n\).
2. For each fixed \(i\), \(1 \leq i \leq n\), there is at most one \(j \neq i \pm 1\) for which \(a_{i,j} = 1\).
3. If \(a_{i,j} = a_{k,l} = 1\) and \(i < k < j\) and \(i \neq l \neq j\), then \(i < l < j\).

Naturally speaking, the above definition ensures the following three conditions: 1. the phosphate backbone is part of the graph, 2. any nucleotide is involved in at most one base pair, and 3. base pairs do not cross each other. As a consequence, \(G\) is a planar graph, i.e. it can be drawn on a two-dimensional plane without crossing of its edges. Moreover, \(G\) is outerplanar, since drawn on the plane, no vertex is completely surrounded by edges. The last condition of Definition 2.1 basically excludes non-nested structures, so called pseudo-knots, which will be discussed in Chapter 3.8. This comes in handy for the prediction of secondary structures, as described in the following parts of this thesis.

Furthermore, the steric configuration of an RNA does not allow for base pairs \((i, j)\) with \(j - i \leq 4\), thus a minimal hairpin loop length of 3 will be assumed under all circumstances within this thesis. If not mentioned otherwise, the set of allowed base pairs that constitute a secondary structure is restricted to the six so-called canonical base pairs, i.e. the Watson-Crick pairs G-C, C-G, A-U, and U-A, as well as the Wobble pairs G-U, and U-G (see Figure 2). Therefore, a secondary structure \(s\) is considered compatible with a sequence \(\sigma\) if it is (i) valid, (ii) consists of canonical base pairs only, and (iii) no hairpin loop has a length shorter than 3.

**Notation** Throughout this entire thesis, I make use of some short, formal notations for sequences and secondary structures. This enables me to write down mathematical concepts and algorithms in a more compact and convenient way. While most of them are defined in the context of their appearance, the most frequently-used will be introduced here.
2.3 RNA SECONDARY STRUCTURE REPRESENTATIONS

The $i^{th}$ nucleotide $N_i$ of an RNA sequence $\sigma$ will most often be denoted as $\sigma[i]$, while entire subsequences from nucleotide $N_i$ to $N_j$ are written as $\sigma[i:j] = (N_i, \ldots, N_j)$. A pair of sequence positions $i$ and $j$ put in parentheses marks hydrogen bonding between the two nucleotides $N_i$ and $N_j$, i.e. the base pair $(i, j)$. For secondary structures, the lower case symbol $s = \{(i, j) \mid 1 \leq i < j \leq n\}$ will be used to identify the set of base pairs $(i, j)$ they consist of. Analogous to subsequences, the notation $s[i:j]$ indicates the subset of base pairs $\{(k, l) \in s \mid i \leq k < l \leq j\} = s[i:j] \subseteq s$. For the ensemble of all secondary structures $s$ compatible with a particular sequence $\sigma$, I will use the shorthand symbol $\Omega$.

Additionally, several distance measures to assess the similarity of two secondary structures $s_1$ and $s_2$ have been proposed [214, 195, 200, 201, 27, 104]. The most frequently used among them is the base pair distance $d_{BP}(s_1, s_2)$, which is the number of base pairs the two structures do not have in common, i.e. the size of their symmetric difference $s_1 \triangle s_2$, hence

$$d_{BP}(s_1, s_2) = |s_1 \triangle s_2| = |s_1 \cup s_2| - |s_1 \cap s_2|$$

with

$$s_1 \triangle s_2 = \{(p, q) \mid ((p, q) \in s_1) \land ((p, q) \not\in s_2) \lor ((p, q) \in s_2) \land ((p, q) \not\in s_1)\}$$

2.3 RNA SECONDARY STRUCTURE REPRESENTATIONS

Since RNA secondary structures are planar graphs, they can be more or less easily drawn on a plane. Indeed, they have been depicted in a multitude of publications for more than 50 years [71]. While most secondary structure drawings reveal common properties, for instance equidistantly drawn nucleotides and hydrogen bonds, the difference in the underlying layout algorithm can be large. Of course, hand-drawn images are still used in scientific literature, too, but generally (semi-)automated approaches are the preferred way for image generation. Here, I present some of the most commonly used forms of secondary structure representations.

**CIRCULAR DRAWING** Many structure plotting algorithms derive their layout from an initial circular representation of the molecule, that was already suggested in 1978 by Nussinov et al. [173]. Therefore, all nucleotides are placed equidistantly on a circle that depicts the phosphate backbone of the RNA. Base pairs are then highlighted by arcs between the corresponding nucleotides within the interior of the circle, see Figure 4 for an example. Alternatively, the circle can be replaced by a straight line with the $5'$ and $3'$ ends on its left and right, respectively. Such a representation is known as **linked graph representation**. Both kinds of these drawings can be easily generated in an automated manner.
Figure 4: Different representations of the secondary structure of an artificially designed RNA [258]. All programs used are part of the ViennaRNA Package [104, 135]. A “Classical plot” (radial drawing) as obtained from the RNAfold program. B Mountain plot depicting the auxiliary information of average number of enclosing base pairs, i.e., $y(x) = \sum_{i<x<j} p_{ij}$ with base pair probabilities $p_{ij}$. Furthermore, the positional entropy $s_i = -\sum_j p_{ij} \ln(p_{ij})$ is shown. Base pair probabilities were computed with RNAfold -p. See Chapters 3.4 and 3.5 for details. C Circular drawing as obtained from the program RNAplot -t2. D Sequence and Dot-bracket annotation taken from the output of RNAfold.

Radial Drawings The first more realistic drawings generated by computer algorithms appeared in the early 1980s [126]. However, these early attempts produced many crossing helices in larger structures. Meanwhile, many more sophisticated algorithms were developed [202, 30, 12]. Still, the problem of generating overlap-free secondary structure plots that allow to easily compare structural features while being visually pleasing is not yet solved and leaves further space for improvements. The more recent approaches are usually implemented as standalone applications which sometimes also allow for user interaction, e.g., rotation and translation of helices and nucleotides [48, 47, 97]. These programs take sequence/structure pairs for input to produce a drawing. However, most RNA secondary structure prediction programs implement the NAVIEW algorithm developed by Brucoleri and Heinrich [30], which constitutes the more or less classical plot of an RNA secondary structure. It extends the circular drawing by not placing the whole sequence on a circle but the central loop, which usually is the loop with the most branches. It then extrudes the branching helices toward the outside in optimal angles to allow enough space for the substructures, whose layout is determined iteratively. Still, this method is not perfect and may pro-
duce overlapping secondary structure parts. A radial drawing of an exemplary RNA secondary structure is given in Figure 4.

**Mountain plots** A totally different kind of secondary structure representation is the so-called mountain plot, shown in Figure 4. This representation was suggested by Hogeweg and Hesper [107] and it allows to visually compare RNA secondary structures in a most simplistic way. The construction of this 2D plot is straight-forward. The x-axis denotes the nucleotide positions from the 5′ to 3′ end. Every base pair \((i, j)\) with \(i < j\) introduces a move in y-direction, where position \(i\) and \(j\) are associated with the moves ‘upwards’, and ‘downwards’, respectively. Any unpaired nucleotide does not change the value of \(y\). Therefore, the \(y\)-coordinate at any nucleotide position, the height of the mountain, reflects the number of enclosing base pairs. A peak indicates a hairpin, where the unpaired nucleotides form a plateau enclosed by symmetric slopes representing the enclosing stem. A plateau interrupting a sloped region indicates a bulge if there is no other plateau of the same height on the other side of the mountain. Otherwise it depicts an interior loop. Valleys represent the unpaired nucleotides of a multi loop, and the exterior loop depending on whether they are above zero, i.e. \(y > 0\), or not, respectively (See also Chapter 3.2).

**Dot-bracket notation** A much more compact visualization that is both human- and machine-readable is provided by the dot-bracket notation. Here, a string of length \(n\) composed of the characters ‘.’, ‘(’, and ‘)’ represents the pairing pattern of an RNA sequence with \(n\) nucleotides. Base pairs \((i, j)\) are represented by a matching pair of parentheses at position \(i\) and \(j\) while unpaired nucleotides are denoted as dots. An example is shown in Figure 4.
3.1 Decomposition of Secondary Structures and Its Implications

The definition of secondary structures, as introduced in the previous chapter 2.1, reveals an intriguing property. Considering a substructure \( s[i:j] \) within the sequence interval \( \sigma[i:j] \), there are only two alternatives how position \( i \) may contribute to \( s[i:j] \). Either \( i \) has no pairing partner, or \( i \) pairs with another nucleotide \( k \) with \( i < k \leq j \). In the first case, where \( i \) is unpaired, \( s[i:j] \) consists of the base pairs in \( s[i+1:j] \) only, i.e. \( s[i:j] = s[i+1:j] \). Formation of a base pair \((i,k)\), however, subdivides the structure into two parts, one enclosed by \((i,k)\), namely \( s[i+1:k-1] \), and the other adjacent to it, \( s[k+1:j] \). Thus \( s[i:j] = s[i+1:k-1] \cup s[k+1:j] \cup \{(i,k)\} \). Since condition (3) of 2.1 ensures that \( s[i:j] \) cannot contain base pairs that ‘cross’ \((i,k)\), the two shorter substructures \( s[i+1:k-1] \) and \( s[k+1:j] \) can be treated independently for a large variety of purposes.

These observations lead to a recursive decomposition scheme for RNA secondary structures that is the basic step for a large variety of DP approaches that solve RNA secondary structure related problems. A graphical representation of the idea can be found in Figure 5.

Number of Secondary Structures  The first application that made use of this recursive decomposition scheme targeted the number of secondary structures \( N_{1,n} \) compatible with a given sequence \( \sigma[1:n] \) [240, 242]. While structural alternatives add up to \( N_{i,j} \), the combinatorial possibilities to form structures out of shorter and independent substructures demands for a multiplicative construction. This leads to the recursive relationship

\[
N_{i,j} = N_{i+1,j} + \sum_{i < k \leq j} \left( N_{i+1,k-1} \cdot N_{k+1,j} \right)
\]

with

\[
N_{i,i} = 1 \quad \text{and} \quad B = \{(G,C), (C,G), (A,U), (U,A), (G,U), (U,G)\},
\]

i.e. only canonical Watson-Crick and Wobble base pairs are allowed to contribute to the set of solutions.
Figure 5: Any secondary (sub)structure $s[i : j]$ can be recursively decomposed into smaller parts by considering only one particular nucleotide, e.g. $N_i$. The vertical bar in the right-hand side of the figure separates the possibilities that emerge. Either this nucleotide position $i$ is unpaired and the decomposition yields the substructure $s[i + 1 : j]$ (left part of the right-hand side), or $i$ is paired with some other position $k$ (right part of the right-hand side). For the latter, the $s[i : j]$ decomposes to the base pair $(s, k)$, the substructure $s[i + 1 : k - 1]$ it encloses, and the remaining part next to $(i, k)$, namely $s[k + 1 : j]$.

Rewriting recursion (2) in terms of the number of structures $S_n$ compatible with a sequence of length $n$, and minimal hairpin loop length $m$ leads to

$$S_{n+1} = S_n + \sum_{i=m}^{n-1} S_k S_{n-k-1}$$

with

$$n \geq m + 1$$

and $S_0 = S_1 = \ldots = S_{m+1} = 1$.

This is most useful, since it allows to derive an asymptotic value $\psi(S_n) \approx 1.8^n$ for the number of secondary structures compatible with an RNA sequence of length $n$ and equally probable nucleotides [265, 105].

**Structures with maximized number of base pairs**  In the same year that Waterman et al. presented their recursive decomposition scheme for RNA secondary structures, Ruth Nussinov released the first efficient DP algorithm capable of predicting optimal secondary structures [173]. Here, the optimality criterion is a maximization of base pairs, hence, the algorithm solves the so called maximum matching problem. The decomposition scheme introduced in the beginning of this section recursively divides the space of possible structures within an interval $[i : j]$ into combinations of independent substructures. Now, a (sub)structure $s[i : j]$ maximizes the number of base pairs, if its decomposition leads to substructures with a maximum number of base pairs again. Therefore, Bellman’s principle of optimality [15] holds, and a DP algorithm can be developed to compute the maximum number of base pairs $E$ in a secondary structure $s$ compatible with a sequence $\sigma$.

Similar to the above structure counting algorithm, $E_{i,j}$ is selected from a set of combinations of maximal subsolutions. The maximum number of base pairs for a (sub)structure $s[i : j]$ is either the same as for $s[i + 1 : j]$ ($i$ is unpaired), or if $i$ pairs with some $k$, the score is the sum of $E_{i+1,k-1}$, $E_{k+1,j}$, and 1 for the pair $(i, k)$. This results in an $O(n^3)$ algorithm that requires $O(n^2)$ memory for sequences of length $n$. 

\[ \text{s} \]
3.1 Decomposition of Secondary Structures and Its Implications

E_{i,j} = \max \left\{ \max_{i < k \leq j} \{ E_{i+1,k-1} + E_{k+1,j} + S(i,k) \} \right\}

(4)

with

S(i,k) = 1

Once $E_{1,n}$ is computed, the corresponding secondary structure $s_{\text{max}}$ can be determined by application of a recursive backtracking procedure. In principle, backtracking is the reverse operation of the above forward recursion (4) that, instead of constructing an optimal solution $E_{i,j}$, traces back the subsolutions that constitute $E_{i,j}$. For instance, if $E_{i,j} = E_{i+1,j}$ nucleotide $i$ can be considered unpaired and backtracking continues in $E_{i+1,j}$. If the opposite is true, i.e. $E_{i,j} \neq E_{i+1,j}$, then $i$ must be paired with some $k$. As soon as $k$ is determined, the base pair $(i,k)$ is put into $s_{\text{max}}$ and backtracking continues for $E_{i+1,k-1}$ and $E_{k+1,j}$. Thus, to obtain the complete structure $s[1:n]$ with maximum number of base pairs, backtracking starts for $E_{1,n}$ and $s_{\text{max}} = \emptyset$.

A simple specialization of $S(i,k)$ into a base pair type dependent scoring function

\[ S(i,k) = \begin{cases} 
1 & \text{if } (s[i], s[k]) \in \{(G,U), (U,G)\}, \\
2 & \text{if } (s[i], s[k]) \in \{(A,U), (U,A)\}, \\
3 & \text{if } (s[i], s[k]) \in \{(G,C), (C,G)\} 
\end{cases} \]

(5)

transforms this algorithm into a more or less crude estimator for the most stable secondary structure, by taking the individual hydrogen bond strengths into account.
3.2 THERMODYNAMIC SECONDARY STRUCTURE PREDICTION

Although the maximum matching algorithm as presented in the previous section, was the first step towards optimal secondary structure prediction, its simplifications lead to poor prediction quality. This is mainly due to the fact that the major part in structure stability is contributed by stacking interactions of the \( \pi \)-electron systems of two adjacent bases, e.g. in a base pair stack, not from hydrogen bonds between two bound nucleotides. This observation was already made in the early 1970s when researchers performed the first RNA melting experiments to determine the free energy contributions of different structure motifs \([64, 224, 87, 88, 11, 28, 6, 179]\). In general, it turned out that the construction of an algorithm to compute a secondary structure with minimal free energy, i.e. the thermodynamically most stable one, is much more complicated and needs to distinguish base pairs according to the types of loop they enclose.

**Loop Decomposition** Any secondary structure can be uniquely decomposed into basic components enclosed by base pairs, its loops \( L \), see Fig. 6. Sparse energy contribution data for some of those primitive components, e.g. hairpin loops, bulge loops, and some interior loops, were already available in the beginning of the 1980s. This suggested that the total free energy \( E(s) \) of relatively complex structures \( s \) can be adequately estimated by the sum of the free energy of its loops \( E_L \) \([223, 224]\)

\[
E(s) = \sum_{L \in s} E_L. \tag{6}
\]

Here, the special case of the totally unfolded single stranded RNA serves as a reference for the relative free energy \( E(s) \), hence it has a free energy of 0 kcal/mol by definition.

The decomposition of a secondary structure \( s \) into its constituent loops can be formally defined as follows. Each base pair \((i, j)\) closes a loop \( L \) and thereby encloses further unpaired nucleotides \( \{ u \mid i < u < j \} \), and possibly other base pairs \( \{(u, v) \mid i < u < v < j \} \) as well. Let \( u \) with \( i < u < j \) being an unpaired nucleotide enclosed by the base pair \((i, j)\). We denote \( u \) *immediately interior* to \((i, j)\), if there is no other base pair \((p, q)\) enclosing \( u \) with \( i < p < u < q < j \). Similarly, a base pair \((u, v)\) with \( i < u < v < j \) is *immediately interior* to \((i, j)\) if there is no other base pair \((p, q)\) with \( i < p < u < v < q < j \). Using this definition, a base pair \((i, j)\) closes a cycle in the secondary structure graph which only consists of

1. an amount \( l \) of *immediately interior* unpaired nucleotides, and
2. a degree \( k \) of *immediately interior* base pairs \((u, v)\).

The degree \( k \) of base pairs \((u, v)\) on the path around such a cycle in turn determines a \( k \)--loop of size \( l \), where the size may also be considered the length of the loop. The set of all \( k \)--loops constitute the faces of a planar drawing of a secondary structure.
Figure 6: The different loop types distinguished by the nearest neighbor energy model. A Six classes of loops are distinguished, namely hairpin loops with exactly one closing base pair, interior loops with two base pairs involved, one enclosing the loop, the other being enclosed. Interior loops that do not enclose any unpaired nucleotides are further specialized to a stacks of base pairs, while completely asymmetric interior loops having unpaired nucleotides only in one side of the loop make up the bulge loops. Any other loop that consists of more than two base pairs is treated as a general multi loop, or multibranch loop. A special case is the exterior loop, since it does not have an enclosing pair, but only enclosed unpaired nucleotides and base pairs. B An example for the loop decomposition of a secondary structure with a central multi loop having three branching helices attached. The free energies of the individual loops according to the latest nearest neighbor energy parameters \cite{228} are drawn on their inside, and add up to $-6.5 \text{ kcal/mol}$ in total.

Since this set is unique for pseudo-knot-free secondary structures, it corresponds to the unique minimal cycle basis of the structure graph \cite{132}.

From now on, I denote k-loop with $k = 1$ hairpin loop, loops with $k = 2$ as a either a stack, if its size is 0, a bulge if there are unpaired nucleotides only on one side between the closing and the enclosed base pair, or simply an interior loop in all other cases. Loops with $k > 2$ are generally termed multi loop, or multibranch loop. All unpaired nucleotides or base pairs not enclosed by any other base pair $(i, j)$ reside in the exterior loop which serves as a special case in this definition. Fig. 6 gives a graphical representation of the distinguished loop types.

**NEAREST NEIGHBOR ENERGY PARAMETERS** With the advent of reliable RNA ribonucleotide synthesis in the early 1980s, scientists were able to design new experiments to fill gaps and improve consistency in the knowledge of thermodynamic data on RNA structures \cite{70, 116}. However, despite the large number of experiments, where for instance UV melting temperatures of a large variety of hairpin- and interior-loops were measured, they cannot cover all possible loop configurations\footnote{A hairpin loop of size $n$ has $4^n$ possible arrangements of its loop sequence and may be closed by 6 different base pairs, resulting in $6 \cdot 4^n$ possibilities.}. The enormous
combinatoric variability simply does not allow one to measure all of them. As a consequence, the nearest neighbor energy model used in the algorithms discussed below distinguishes just three types of loops, namely hairpin loops, interior loops, and multibranch loops. It furthermore distinguishes between loops of small and large sizes in terms of the assessment of energy contributions. While tabulated, experimentally determined parameters are used for small loops only, mathematical models serve as estimates of the contributions for larger ones. In the past decades, the list of small, exhaustively tabulated loops grew a lot [9, 39, 228]. To date it accounts for certain short-sized hairpin loops that are exceptionally stable, and interior loops with very small loop length, such as 1–1, 1–2, 2–2, and 2–3 interior loops. For the latter, each pair of numbers indicates the length of the left and the right part of the loop, respectively. Some of these tabulated energy parameters can be considered to capture the stabilizing effect of non-canonical hydrogen bonds between unpaired nucleotides within these small loops, see also Chapter 3.8. In contrast to that, the mathematical models that predict the free energies of larger loops, do not take the loops entire sequence into account. They rather depend on the nucleotide composition of the base pairs that constitute the loop and their directly adjacent unpaired nucleotides, so called terminal mismatches and dangling ends [169, 238], hence the name nearest neighbor energy model. Furthermore, polymer theory predicts a logarithmic growth of a loop’s free energy $E_L$ in terms of its size \( l \) [115]. Accordingly, the model distinguishes three independent terms of energy contributions

$$E_L = E_{\text{mismatch}} + E_{\text{size}} + E_{\text{special}}$$

where $E_{\text{special}}$ serves as a bonus energy for unusually stable loops, such as tetra-loops, which are certain hairpin motifs of size 4. Within the last three decades the set of energy parameters for this model was constantly upgraded and revised [227, 238, 152, 150, 40].

For hairpin and interior loops, this model allows for a loop decomposition that enables the implementation of efficient DP algorithms to predict optimal secondary structures with respect to their free energy. However, the evaluation of multi branch loops does not allow for that, since a multiloop may consist of an arbitrary number of branching helices, and therefore an arbitrary number of differently sized segments of unpaired nucleotides connecting the branches. This renders a decomposition of a logarithmic evaluation of $E_{\text{size}}$ infeasible [155, 150]. While the first secondary structure prediction algorithms that made use of the nearest neighbor model simply neglected the contributions of multi loops, a simple linear model is used in more recent algorithms [155, 104]. This ensures that multi loops can be efficiently and uniquely decomposed into their constituents. Nonetheless, most implementations allow one to re-evaluate multi loop contributions with respect to a more sophisticated energy model in a post-processing step [150]. The linear model only considers two properties of the multi branch loop, namely the total number of unpaired nucleotides $C$ (the size),
and the number of branches $B$ (the degree). Each of these features is assumed to be in a linear relationship with a free energy determining parameter $c$ and $b$. Furthermore, since the closing pair of the loop introduces a restriction in the degrees of freedom of the enclosed part, a free energy penalty for closing the multibranch loop $a$ is added, hence the simplistic model

$$M = a + B \cdot b + C \cdot c.$$ (8)

Still, limited thermodynamic data for only a small subset of multibranch loops is available to even fit the parameters $a$, $b$, and $c$ of this simple linear model [150]. Thus, the multi branch loop energy evaluation can be considered the weakest part of the nearest neighbor model. Furthermore, the nearest neighbor model neglects many stabilizing nucleotide-nucleotide, and nucleotide-backbone interactions. They are rather assumed to be parts of the so-called tertiary structure, since their incorporation into efficient DP algorithms introduces either too much complexity in computational terms, or parametrization is insufficient to date. Nevertheless, in Chapter 3.8 I briefly present the nature of some of these tertiary interactions together with the concepts how to include them in RNA structure prediction algorithms.

**Zuker’s algorithm**  In 1981, Michael Zuker presented a modification to the maximum matching algorithm to determine the MFE and its corresponding structure for an RNA molecule [266]. It was the first time hairpin loops, interior loops and multibranch loops were distinguished in an efficient secondary structure prediction algorithm. However, this first approach did not explicitly take into account potential energy contributions of multibranch loops, but simply added the contributions of its enclosed substructures. It took another three years until secondary structure prediction using a full nearest neighbor model, as described above, was finally published [265].

**Computing the MFE**  In principle, Zuker’s MFE algorithm follows the same decomposition scheme that Ruth Nussinov already applied for the maximum matching problem, see Fig. 5. The major difference, however, is that due to the distinction of the three types of loops a single base pair $(i,j)$ may enclose, some additional DP matrices had to be introduced. Below are the recursions as implemented in the program
RNAfold of the ViennaRNA Package [104, 137] that resemble the algorithm presented by Michael Zuker, graphically depicted in Figure Fig. 7.

\[
F_{ij} = \min \begin{cases} 
F_{i,j-1}, \\
\min_{i<k<j} F_{i,k-1} + C_{k,j} 
\end{cases}
\]

\[
C_{ij} = \min \begin{cases} 
J(i,j), \\
\min_{i<k<l<j} J(i,j,k,l) + C_{k,l}, \\
a + b + \min_{i<k<j} M_{i+1,k-1} + M^1_{k,j-1} 
\end{cases}
\]

\[
M_{ij} = \min \begin{cases} 
\sum_{i<k<j} (k-i)c + b + C_{k,j}, \\
\sum_{i<k<j} b + M_{i,k-1} + C_{k,j} 
\end{cases}
\]

\[
M^1_{ij} = \min \begin{cases} 
c + M^1_{i,j-1}, \\
b + C_{i,j} 
\end{cases}
\]

While \( F_{ij} \) may be considered analogous to \( E_{ij} \) of Equation (4), \( C_{ij} \) is used to store the optimal free energy for any (sub-)structure given that \( i \) and \( j \) form a base pair. \( M_{ij} \) and \( M^1_{ij} \), on the other hand, are necessary to decompose the structural parts of a multiloop. They are filled with the optimal energy for multiloop components with at least one branch, and exactly one branch, respectively. It should be noted that for MFE prediction the fourth DP matrix, \( M^1 \), is actually not essential, but may be replaced by \( M \). Still, it is included here, since it allows for an unambiguous decomposition of multibranch loops which, for instance, is required for suboptimal structure prediction. Furthermore, this unique decomposition can be translated to the recursions necessary for computing the partition function as discussed in the upcoming sections. The asymptotic time complexity of the MFE algorithm is essentially determined by the evaluation of interior loops. Since for any enclosing pair \( (i,j) \) any possible enclosed pair \( (k,l) \) with \( i < k < l < j \) needs to be considered, the amount of work required scales with \( O(n^4) \). However, it is generally assumed that large interior loops are unfavorable and may be ignored [155]. Therefore, most implementations restrict the maximal length of interior loops to a constant \( l_{\text{max}} = 30 \), which in turn renders the MFE algorithm an \( O(n^3) \) DP approach. Nonetheless, Lyngsø et al. presented an MFE algorithm that manages to compute interior loop contributions without restricting the loop length in \( O(n^3) \) [141].

Once the DP matrices \( F, C, M, \) and \( M^1 \) are filled, \( F_{1,n} \) contains the minimum free energy of all structures compatible with the RNAs sequence. A corresponding secondary structure \( s_{\text{MFE}} \) can then be obtained via backtracking through the DP matrices, analogously to the backtracking procedure of the maximum matching algorithm (see Section 3.1).
3.2 Thermodynamic Secondary Structure Prediction

\[ F_{ij} = \begin{array}{c}
\text{unpaired} \\
\text{paired} \\
\text{unpaired} \\
\end{array} \]

\[ C_{ij} = \begin{array}{c}
\text{hairpin} \\
\text{interior loop} \\
\text{multibranch loop} \\
\end{array} \]

\[ M_{ij} = \begin{array}{c}
\text{unpaired} \\
\text{paired} \\
\text{unpaired} \\
\end{array} \]

\[ M^1_{ij} = \begin{array}{c}
\text{unpaired} \\
\text{paired} \\
\text{unpaired} \\
\end{array} \]

Figure 7: Decomposition scheme for the full Nearest Neighbor Energy Model. The first line shows the decomposition of exterior loops where either a position \( i \) is unpaired, or it is paired with some \( k \). The second line highlights the decomposition of a base pair \((i, j)\). Here, \((i, j)\) may either form a hairpin loop, an interior loop with enclosed base pair \((k, l)\), or a multibranch loop. For the latter, a unique decomposition into a part with at least one branching stem within interval \([i+1: k-1]\), and exactly one branch within interval \([k: j-1]\) is applied. Unpaired nucleotides are represented by either an individual unconnected dot or a dashed line.

An implementation of Zuker’s algorithm can be found in the software packages RNAstructure [188], UNAfold [147], and the ViennaRNA Package [104, 137]. The latter will be introduced in more detail in my publication ViennaRNA Package 2.0 (Part iv, Chapter 7 of this thesis).
3.3 SUBOPTIMAL SECONDARY STRUCTURES

Predicting the MFE structure as shown in the section before retrieves only one single representative structure. However, RNA molecules in equilibrium are in constant flux between different low free energy structures. Furthermore, structure predictions may be inaccurate with no chance to assess their reliability. To circumvent this limitation, suboptimal secondary structures, i.e. a set of several low free energy structures can be generated giving more robust insight into the structure space.

**Zuker’s Suboptimals** The first attempt toward suboptimal structure was taken by Michael Zuker in 1989 [264]. He presented a modification in the backtracking procedure of his secondary structure prediction algorithm for circular RNAs that enabled him to produce for any fixed base pair \((i, j)\) the optimal secondary structure that includes this pair. Ignoring the original implementation of the Zuker’s suboptimal structure algorithm, the MFE under the constraint that \(i\) and \(j\) form a base pair can be formulated in terms of an outside-MFE \(O_{ij}\) with

\[
O_{ij} = \min \left\{ \begin{array}{l}
F_{1,i-1} + C_{ij} + F_{j+1,n} \\
\min_{k<i<j<l} O_{k1} + C_{ij} + J(k, l, i, j) \\
\min_{k<i<j<l} O_{k1} + C_{ij} + a + b + \min (i - k - 1) \cdot c + M_{i+1,l-1} \\
(l - j - 1) \cdot c + M_{k+1,i-1} \\
M_{k+1,i-1} + M_{j+1,l-1}
\end{array} \right.
\]  

(10)

Here, the first line corresponds to all cases where \((i, j)\) is an exterior base pair, i.e. it is not surrounded by any other pair. The remaining terms cover the cases where \((i, j)\) constitutes the enclosed pair of an interior loop, or the left, the right or some intermediate branch of a multi loop, respectively. The application of a backtracking procedure that starts with each possible base pair \((i, j)\), i.e. backtracking from \(O_{ij}\), then yields the optimal secondary structure under the constraint that \(i\) and \(j\) form a base pair \((i, j)\).

However, although his paper had the title "On finding all suboptimal foldings of an RNA molecule", the method he presented did not exactly do that. In fact, there are cases where this method might miss some possibly important low free energy structures [255]. Still, since Zuker’s method of finding suboptimal structures generates only a relatively small amount of conformations that might be taken as representatives of the entire structure ensemble \(\Omega\) structures\(^2\). Thus, this approach can be used quite conveniently to obtain a crude estimate for the diversity of low free energy structures.

\(^2\) On a sequence of length \(n\), there are at most \((n \cdot (n - 1))/2\) possible base pairs \((i, j)\)
Finding all suboptimal structures  

As stated above, the set of suboptimal structures generated by Zuker’s suboptimal structure algorithm might miss some potentially important structures. This is due to the design of backtracking a single structure only, for each fixed base pair taken into account. However, for some applications it is crucial to know about all the low free energy structures, even if they share large parts of substructures. When using the structure ensemble for simulation of RNA folding kinetics, for instance, very large numbers of closely related structures need to be generated, see Chapter 6.

A solution to this problem was provided in 1999 Wuchty et al. [255], who presented the first algorithm that exhaustively enumerates all secondary structures within a predefined energy range $\delta$ around the MFE. For this purpose, the authors of this method applied the ideas of Waterman and Byers [241] to RNA structure prediction. While using the MFE algorithm presented in Equation (9) to fill the corresponding matrices, its method modifies the backtracking procedure. Instead of tracing back the exact constituents of a particular solution in the DP matrices, it rather constructs a list $\mathcal{S}$ of (partial) solutions of type $(E, \hat{s}, I)$, where $E$ is the free energy gained so far from backtracking the substructure $\hat{s}$, and $I = \{[i : j]_X\}$ is a set of position intervals $[i : j]$ in matrix $X \in \{F, C, M, M^1\}$ that still need to be backtracked.

Let’s first consider only a single partial solution in the list. The algorithm starts by removing an interval $[i, j]_X$ from $I$ to find the subsolutions that constitute $X_{ij}$. The resulting subintervals $[k : l]_Y$ with $i \leq k \leq l \leq j$ are then inserted into $I$, any backtracked base pair is inserted into $\hat{s}$, and the corresponding loop energy is added to $E$. This process constitutes the backtracking procedure of Zuker’s MFE algorithm, see Section 3.2.

However, in contrast to that, the suboptimal secondary structure algorithm by Wuchty et al. extends $\mathcal{S}$ with alternative backtracking routes. In particular, for any partial solution $(E, \hat{s}, I)$, an alternative backtracking path produces some subintervals $[k : l]_Y$, possibly a base pair $(p, q)$ and a corresponding loop free energy $E_L$. Accordingly, the partial solution $(E + E_L, \hat{s} \cup (p, q), I \cup [k : l]_Y)$ is inserted into $\mathcal{S}$, if the following condition is fulfilled

$$MFE + \delta \geq X_{ij} + E + E_L + \sum_{[k : l]_Y \in I} Y_{k,l}.$$  \hspace{1cm} (11)

The exhaustive backtracking procedure starts with a single list entry $(0, \emptyset, \{[1 : n]_F\})$, and terminates as soon as all partial solutions in $\mathcal{S}$ have been processed, i.e. all structures $s$ with $E(s) \leq MFE + \delta$ are backtracked.
3.4 The thermodynamic ensemble of secondary structures

Almost a decade after the first efficient algorithm for RNA secondary structure prediction, scientists were still limited to explore only a few representative structures, for instance the MFE structure, or some suboptimal structures. The only reliability measure of a single secondary structure prediction, e.g. the MFE structure, was to investigate a (possibly small) set of other structures with similar free energy and a sufficient amount of unshared base pairs. However, such an approach depends strongly on the choice of suboptimal structures to compare to and may therefore be rather artificial. A thorough, straight-forward solution to this dilemma would require taking the complete ensemble of secondary structures into account. But exhaustive enumeration of all suboptimal secondary structures is only possible for RNAs with very small sequence length. In 1990 the situation was about to change: John McCaskill presented an algorithm to compute the partition function \( Q \) of an RNA \([155]\). This finally enabled one to compute equilibrium properties of an RNA, e.g. various reliability measures, and base pairing probabilities.

McCaskill’s partition function algorithm The algorithm presented by McCaskill applied the physical ideas of statistical mechanics and polymer science to RNA structure prediction. Each secondary structure \( s \in \Omega \) compatible with a particular RNA sequence is a state within the system of structures, and is associated with a free energy \( E(s) \). Considering the ensemble of structures in thermal equilibrium, the frequency or probability \( p(s) \) of a particular state \( s \) follows a Boltzmann distribution, i.e.

\[
p(s) \propto e^{-\beta E(s)} \quad \text{with} \quad \beta = \frac{1}{kT}
\]

where \( k \approx 1.987 \cdot 10^{-3} \text{ kcal mol}^{-1} \text{ K}^{-1} \) is the Boltzmann constant, and \( T \) the thermodynamic temperature. However, to obtain an actual probability, the above proportionality needs to be scaled. Such a scaling factor provides the canonical partition function

\[
Q = \sum_{s \in \Omega} e^{-\beta E(s)}
\]

which determines the free energy of the system

\[
G = -\frac{1}{\beta} \ln Q.
\]

McCaskill realized that a simple change in the algebraic structure of the MFE problem, as presented in Equation (9), yields an algorithm to compute \( Q \). In detail, the introduced change of algebra is a substitution of each addition with a multiplication, each minimum becomes a sum, and the energy contributions are substituted with their Boltzmann factor counterparts.
The result is an algorithm which is generally as fast as the MFE algorithm.  

**Equilibrium Probabilities of Structural Features** Once the partition function $Q$ of the ensemble of RNA secondary structures is known, it opens a great variety of applications. Not only can the (equilibrium) probability $p(s) = \frac{e^{-\beta E(s)}}{Q}$ of a particular secondary structure $s$ be predicted, but also the probability $p(F)$ to observe any structural feature $F$. Therefore, the only requirement is the partition function $Q_F = \sum s_F e^{-\beta E(s_F)}$ of all structures $s_F$ that exhibit $F$, and 

$$p(F) = \frac{Q_F}{Q}. \tag{16}$$

This exact same relation was already applied by McCaskill in his 1990 article about the partition function algorithm. Using the restricted partition function matrices $Q$, $Q^B$, $Q^M$, and $Q^{M1}$, he presented an efficient DP algorithm to compute the equilibrium probabilities $p_{ij} = \frac{Q_{ij}^F}{Q}$ for all base pairs $(i, j)$ in $O(n^3)$. Since in this case, the structural feature $F$ is the base pair $(i, j)$ the restricted partition function $Q_F = Q^{ij}$ has to be computed. This can be done analogously to the outside-MFE algorithm presented for Zuker’s suboptimal structures in Section 3.3. Therefore, $Q^{ij} = \tilde{Q}^{ij} + \hat{Q}^{ij}$ is divided into two parts. The first part, $\tilde{Q}^{ij}$ which comprises all structures where $(i, j)$ is an

---

3 Despite the fact that both algorithms share the same asymptotic time complexity, actual execution time on a real physical machine may differ a lot. Not only may multiplication take longer on a CPU than an addition, but, depending on the type of CPU, there may also be differences in the number of clock cycles any other operation requires for floating point numbers compared to integer numbers.
exterior base pair, thus not enclosed by any other pair \((k, l)\) with \(k < i < j < l\), can be computed straight forward:

\[
\hat{Q}^{ij} = Q_{1,i-1} \cdot Q_{l,j}^B \cdot Q_{j+1,n}.
\]  

(17)

All remaining cases, where \((i, j)\) is the enclosed part of an interior loop, or the left, the right, or an intermediate part of a multi branch loop, contribute to \(\hat{Q}^{ij}\). Taken together, the equilibrium probability \(p_{ij}\) of a base pair \((i, j)\) evaluates to

\[
p_{ij} = \frac{Q_{1,i-1} \cdot Q_{l,j}^B \cdot Q_{j+1,n}}{Q_{l,j}}
\]  

(18)

\[+ \sum_{(k,l)} P_{k,l} \frac{Q_{l,j}^B}{Q_{k,l}} \cdot e^{-\beta J(k,l,i,j)}
\]

\[+ \sum_{(k,l)} P_{k,l} \frac{Q_{l,j}^B}{Q_{k,l}} \cdot e^{-\beta(a+b)}
\]

\[\cdot \left( e^{-\beta(i-k-1)c} \cdot Q_{k+1,l-1}^M
\]

\[+ e^{-\beta(l-j-1)c} \cdot Q_{i+1,l-1}^M
\]

\[+ Q_{k+1,l-1}^M \cdot Q_{j+1,l-1}^M \right)
\]

With respect to the sequence length \(n\), the sums in the above equation introduce a quadratic time complexity. An algorithm to compute all \(p_{ij}\), again, introduces quadratic evaluation for all base pairs \((i, j)\) as well. Hence, the recursions of Equation (18) suggests an asymptotic time complexity of \(O(n^4)\). However, by introducing some changes of the order in which the sums are evaluated, and the usage of additional dynamic programming tables, an \(O(n^3)\) algorithm can be constructed [155].

**Stochastic sampling from the Boltzmann ensemble** The partition function matrices as computed in equation (15) also allow for construction of secondary structure representatives. Particularly, it allows one to sample suboptimal structures \(s\) according to their equilibrium probability \(p(s)\). This can be achieved by application of a backtracking procedure that operates on the partition function matrices \(Q\), \(Q^B\), \(Q^M\), and \(Q^{M1}\), rather than the minimum free energy matrices [54]. Therefore, the algorithm has to select the base pair pattern, and thus the decomposition tree, by randomly choosing a decomposition step according to its probability mass. For instance, upon backtracking in \(Q_{l,j}\), the decomposition scheme distinguishes two possibilities (see Equation (15), first line). Either \(j\) is unpaired, or \(j\) is paired with some nucleotide \(i \leq k < j\). The contribution of both cases to \(Q_{l,j}\) are (a) \(Q^{j\text{unpaired}} = Q_{l,j-1}\) and (b) \(Q^{j\text{paired}} = \sum_{i \leq k < j} Q_{l,k-1} Q_{k,j}^B\), respectively. Thus, the probability of \(j\) being unpaired
is \( p(j\text{-unpaired}) = \frac{Q_{ij-1}}{Q_{ij}} \), while the probability of \( j \) being involved in a base pair is given by \( p(j\text{-paired}) = \frac{Q_{j\text{paired}}}{Q_{ij}} \). Given a random variable \( 0 \leq \tau \leq 1 \), the decision of which of both backtracking paths to follow can be done easily. If \( Q_{ij-1} \geq \tau \cdot Q_{ij} \), \( j \) is considered to be unpaired and backtracking has to proceed in \( Q_{ij} \). Otherwise, the pairing partner \( k \) that forms a base pair with \( j \) has to be evaluated. Using the auxiliary function

\[
Z(k, i, j) = Q_{ij-1} + \sum_{i \leq u < k} Q_{iu-1} Q_{B_{u,j}}^B
\]

(19)

the first \( i \leq k < j \) that fulfills the inequality \( \tau \cdot Q_{ij} < Z(k, i, j) \) is chosen, and backtracking proceeds in \( Q_{ik-1} \) and \( Q_{B_{k,j}} \). The application of this principle to all decompositions of the recursion scheme in equation (15) then results in an \( O(n^2) \) algorithm which constructs secondary structures based on their equilibrium probability.
3.5 RELIABILITY MEASURES AND REPRESENTATIVE STRUCTURES

Base pair probabilities and probabilities of larger structure components like helices may be useful to gain insights into the diversity of the ensemble. However, the resulting number of descriptors can rapidly grow very large, and thus may not be suitable for representation. Instead, a single or a small set of structure representatives is chosen. Here, the problem arises, that such representatives may be misleading since they aim to represent a larger structure space. For instance, sometimes the MFE structure may be a wrong choice as a representative, it is after all only the structure with highest equilibrium probability. There may be other structures with similar probabilities but different base pairs. Furthermore, it is not guaranteed that the RNA actually reaches its equilibrium state within its lifetime, i.e. before degradation.

Hence, measures are necessary to judge the reliability of (parts of) a representative structure. Some of these measures can be used to obtain a global reliability that usually depicts how diverse the structures space is. In contrast to that, a nucleotide position wise local reliability may tell how trustworthy individual pairing patterns of a particular representative structure are.

Finally, instead of assessing the reliability of a given structure, the approach can be turned around to construct representative structures which are most reliable according to certain requirements. Two examples that implement this kind of construction, the centroid-, and the MEA-structure, will be discussed below.

**Structural diversity of the ensemble** A classical and widely used global reliability measure that reflects the diversity of structures within the ensemble $\Omega$ in one single number is the mean equilibrium distance

$$\langle d \rangle = \sum_{s,t \in \Omega} p(s) \cdot p(t) \cdot d(s,t).$$  \hspace{1cm} (20)

The choice of the base pair distance $d_B(s, t)$ as distance measure $d$ between two secondary structures $s$ and $t$ allows to rewrite Equation (20) in terms of base pair probabilities $p_{ij}$. It turns out that $\langle d \rangle$ is the sum of all pairing probabilities weighted against their propensity of being unpaired

$$\langle d \rangle = \sum_{ij} p_{ij} \cdot (1 - p_{ij}).$$  \hspace{1cm} (21)

Considering only a single base pair $(i, j)$, the largest diversity in the structure ensemble requires that its pairing status is undecided, i.e. $p_{ij} = 0.5$. Then, the score $p_{ij} \cdot (1 - p_{ij}) = 0.25$ is maximal, and $\langle d \rangle$ becomes larger the more diverse the complete structure ensemble is.

**Positional entropy** Originating from information theory, a commonly used local reliability measure is given by following Shannon’s entropy formula \cite{199} to re-
retrieve the so-called positional entropy $S(i)$. This allows for a position-wise assessment of the information whether or not a nucleotide $i$ is mainly paired or unpaired within the ensemble of possible structures:

$$S(i) = - \sum_k p_{ik} \log_2 p_{ik} + (1 - p_{ik}) \log_2 (1 - p_{ik})$$

(22)

Here, $S(i) = 0$ if position $i$ shows no entropy within the ensemble, i.e. it exhibits the same state (paired or unpaired) among the whole ensemble, whereas higher values reflect its tendency to occur in diverse contexts (See Figure 8). Therefore, predictions for positions with low positional entropy can be considered more reliable than those with high entropy.

**THE CENTROID STRUCTURE** Sometimes, it is hard to obtain a good structure representative, especially in ensembles of high structural diversity. In these cases, it might be useful to look at a very special structure that somehow represents the Boltzmann weighted mean of the ensemble. Such a representative is the centroid structure. It is

Figure 8: Two methods to assign reliability measures to secondary structure predictions. Exemplary shown for an RNA with sequence GGGCGGGUUCGCCCUCCGCUAAAUGCGGAAGAUAAUUUGUCU and ensemble diversity of 5.95, artificially designed to adopt two distinct low free energy states. On the left side of the figure the positional entropy for each nucleotide is depicted. On the right-hand side base pairs $(i,j)$ are colored after their pairing probability, i.e. $p_{ij}$, whereas unpaired nucleotides $i$ depict their propensity to stay unpaired, i.e. $q_i = 1 - \sum_j p_{ij}$. A shows the MFE structure predicted with RNAfold [104, 137] with minimum free energy of $-17.7 \text{ kcal/mol}$. B represents the designed meta-stable state with free energy of $-17.2 \text{ kcal/mol}$. 


defined as the structure $s_c$ which minimizes its Boltzmann weighted distance $d_\Omega$ to all other structures in the ensemble. Hence,

$$d_\Omega(s_c) = \sum_{s \in \Omega} p(s)d(s_c, s). \quad (23)$$

The most simple distance measure one can use here, is the base pair distance $d_{BP}(s_i, s_j)$, i.e. the number of base pairs $s_i$ and $s_j$ have not in common. Interestingly, it turns out that using $d_{BP}$, this structure can be easily constructed by the set of all base pairs with a probability $p_{ij} > 0.5$.

**Structures that maximize an expected accuracy** As shown above, the more probable a certain structural feature is, the more reliable will be the prediction of its state.\(^4\) Hence, one can ask to construct a structural representative that consists of the most probable structural features, e.g. base pairs. Such a structure would then yield the highest accuracy, or Maximum Expected Accuracy (MEA). Assuming that the base pair probability $p_{ij}$ serves as a good measure for correctness of the pair $(i, j)$, the following equation has to be maximized

$$EA(s) = \sum_{(i,j) \in s} 2\gamma p_{ij} + \sum_{\exists (i,j) \in s} q_i \quad (24)$$

with

$$q_i = 1 - \sum_j p_{ij}.$$

Here, $\gamma$ serves as a factor that allows weighting of paired against unpaired positions.

This, again, leads to an optimization problem that can easily be solved by a Nussinov style DP algorithm (see (4)). Instead of counting the number of base pairs, their probabilities need to be summed up. Similarly, for unpaired positions $i$ their probability to be unpaired $q_i$ must be taken into account. After a successful forward recursion to determine the MEA score, a backtracing procedure can be applied to retrieve a corresponding structure.

---

\(^4\) Here, a feature can be the pairing state of a single nucleotide $i$. Of course, in this context, the more probable means it is mostly paired or unpaired, i.e. $p_i > 0.5$ or $q_i > 0.5$. 
3.6 CLASSIFIED DYNAMIC PROGRAMMING APPROACHES

All the DP algorithms discussed so far are variations of a same common scheme to determine certain properties. They generate a search space of candidates, which usually grows exponential with the input size, and evaluate certain features in polynomial time through application of a recursive decomposition of the problem. Of course, such a method can only be applied if Bellman’s Principle of Optimality holds [15], i.e. “An optimal policy has the property that whatever the initial state and initial decision are, the remaining decisions must constitute an optimal policy with regard to the state resulting from the first decision”. In other words, an optimal solution for the actual problem can be constructed from optimal solutions of smaller subproblems. For instance, the DP algorithms discussed in the previous sections, count the number of structures, compute the MFE, base pair probabilities, and so on, all from subsolutions of a smaller problem. However, in some analysis it would be better to partition the search space and analyze each of the partitions independently. With such an approach, one could retrieve e.g. the best representative of each partition, or the base pair probabilities of all structures within a certain subclass of structures, or even the probability of the subclasses themselves. Furthermore, one could ask for the number of partitions a particular classification scheme generates. Such approaches are termed classified dynamic programming (classified DP), since they subdivide the underlying state space into classes before evaluation. Although some methods that implement classified DP for RNA secondary structure analysis were published within the last decades, a formalism that separates the generator of the search space from the evaluation of each candidate was first introduced in the work on Algebraic Dynamic Programming (ADP) of the group around Robert Giegerich [80, 196, 197, 209]. Their formalism allows for an easy way to express complicated combinations of DP approaches, such as classified DP, in terms of grammars. Though, abstractions of functional programming languages and specialized compilers are used to actually implement ADP. While first approaches like ADP as an extension of the functional programming language Haskell, or the GAP-compiler [196, 197] had a relatively large trade-off between the ease of formalism and performance in terms of runtime, recent tools like ADP-fusion [109] produce code that performs close to hand-optimized C implementations.

Some remarkable approaches that implement a classified DP scheme are RNAsshapes [81], RNAbor [72], RNAHelices [111], and RNA2Dfold [136], which, except for RNAsshapes, were originally developed without the explicit notion of classified DP. Below, I introduce a small collection of classified DP algorithms in more detail. The algorithm of RNA2Dfold that partitions the secondary structure space into distance classes with respect to two initially chosen reference structures is presented in Part iv, "2D Projections of RNA folding Landscapes", Chapter 9.
CLASSIFICATION ORDER AND COMPLEXITY   In general, a classified dynamic programming approach introduces a particular classification order, which states how fast the number of classes grows relative to the size of the actual search space. In principle, the previously described algorithms for MFE, or partition function algorithms are classified DP algorithms too. But their order is of type $O(1)$, i.e. their number of classes is bound by a constant, in particular for these examples the number of classes is exactly 1, namely the whole ensemble of secondary structures. Any other classification that distinguishes between a fixed number of features in the search space is of constant order $O(1)$ as well. However, some classifications may result in a growing number of partitions, with respect to the input size. Here, the number of classes may grow linearly, in some polynomial order $k$, or even exponential, hence their classification orders are $O(n)$, $O(n^k)$, or $O(a^n)$, respectively. Still, the number of classes for any given input can not be larger than the search space, it is usually much smaller. As one would expect, the order of classification has a strong influence on the asymptotic complexity of such algorithms, and therefore, must be carefully investigated.

In detail, any classification $C$ of order $O(f(n))$ splits up the search space in $f(n)$ partitions. For each of them, some DP analysis $B$ with asymptotic complexity of polynomial order $k$, i.e. $B \in O(n^k)$, is carried out separately. Classified DP is then the product of the classification algebra $C$ and evaluation algebra $B$ denoted by $(C * B)$ [197]. In the case of RNA secondary structure prediction the total efficiency of the classified analysis$^5$ is

$$\left( C * B \right) \in O(n^2 f(n) \cdot (f(n) \cdot n)^{k-2}).$$

(25)

Here, the first term, $n^2 f(n)$, specifies the memorization requirements of $(C * B)$, while the remaining factor of $(f(n) \cdot n)^{k-2}$ accounts for the work required to obtain a particular subsolution. As a consequence, the efficiency of an algorithm is unchanged$^6$, if the classification is of order $O(1)$, remains polynomial if $C \in O(n^k)$, and becomes exponential, if $C \in O(a^n)$.

DENSITY OF STATES   Among the many secondary structures an RNA molecule is capable to adopt, secondary structure prediction algorithms usually compute the one with lowest free energy, i.e. the ground state. But for the assessment of how well defined the predicted ground state is, it is crucial to know about alternative structures that also exhibit low free energies. In the previous sections I already presented such measures, e.g. using the partition function to obtain base pair probability derived reliability measures (see Chapter 3.5). Another, though computationally expensive, method was

---
5 This formula does not necessarily apply to arbitrary classified DP algorithms. The $n^2$ factor captures the number of possible subsolutions, i.e. each subsequence interval $[i,j]$ of an RNA sequence. Furthermore, it is assumed that the additional work required for any subsolution is determined only by the order of $C$, hence $f(n)$.

6 Nevertheless, the introduction of a classification scheme will certainly introduce a additional constant factor to the algorithms asymptotic complexity in terms runtime and memory requirements
sketched in Chapter 3.3, the exhaustive enumeration of all suboptimal secondary structures within a certain energy interval $\delta$ around the MFE. Once a set of suboptimal structures is generated, one can derive the diversity and connectedness of structural alternatives. Here, I want to introduce an alternative to these approaches that counts the number of possible structures with free energy $\epsilon$, the so-called density of states. Such approaches typically divide the range of free energies into a set of discrete bins, depending on the resolution of the energy evaluation, and the requirements for a particular application. In 1993 Paul G. Higgs explored the thermodynamic differences between structures of real tRNAs and random RNA sequences of the same length [103]. Utilizing a crude algorithm to compute the density of states, he found that not only real tRNAs have more folded configurations than random RNAs, but that the ground state of an actual tRNA has fewer low free energy competitors. However, his method was only applicable to relatively short sequences and required enormous amounts of memory, since it first exhaustively enumerates all possible structures, and only then evaluates their free energies to cluster them into discrete bins according their energy.

In 1996, Cupal et al. presented the first DP algorithm to compute the density of states for an RNA [46]. Using the common decomposition scheme of RNA secondary structures (see Figure Fig. 7), their algorithm computes the density of states $N(\epsilon)$ for all $\epsilon$ of fixed resolution 0.01 kcal/mol. Although the notion of classified DP was not common at this time, their algorithm constitutes a nice example. Here, the classification $\mathcal{C}$ is based on free energy, in particular each class consists of all structures with energy $\epsilon$. To make the idea clear, I use the simple Nussinov energy model (see Chapter 3.1) with energy score $S(k,j)$ for each base pair $(k,j)$ for the following equation. Under this model the number of structures $N(\epsilon)$ with energy $\epsilon$ can be computed by

$$N_{i,j}(\epsilon) = N_{i,j-1}(\epsilon) + \sum_{\epsilon'} N_{i,k-1}(\epsilon') + N_{k+1,j-1}(\epsilon - \epsilon' - S(k,j))$$

Since the minimum free energy of an RNA sequence scales linearly with the sequence length [69], the number of $\epsilon$-classes does as well, i.e. $\mathcal{C} \in \mathcal{O}(n)$. According to Equation (25), the algorithm that Cupal et al. proposed has an asymptotic time complexity of $\mathcal{O}(n^5)$ and space requirements of $\mathcal{O}(n^3)$, because the energy evaluation using the nearest neighbor energy model requires time proportional to $n^3$, i.e. $B \in \mathcal{O}(n^3)$.

RNA SHAPES It has been stated before, that predicting only a single secondary structure representative is usually not sufficient to effectively understand the potential role of an RNA. For some tRNAs, for instance, the MFE structure predicted with the nearest neighbor energy model is a rod-like helix interspaced with some small interior loops and bulges, rather than the commonly known cloverleaf structure. Only an inspection of a relatively large set of suboptimal structures reveals, among others, the central multi loop from which four helices emanate. However, even for such small RNAs, one
is easily overwhelmed with the large variety of possible structures, and it can hardly be decided which of them might be biochemically relevant.

A solution to this dilemma was presented by the shape abstraction of RNAs as introduced in 2004 by Giegerich et al. [81]. Their RNAshapes algorithm abstracts from individual base pairs and their actual location on the sequence, while retaining the nestedness of helices and hairpin loops. For each of the resulting shapes a representative structure with minimal free energy, a so-called shrep, is computed. Offering five levels of abstraction, see Figure 9, this approach allows for a fast visual inspection of structural alternatives. For instance cloverleaf like structures are clustered together into the same shape, no matter where the location of the multi loop is, or how long the branching helical arms are. Although the number of possible shapes of an RNA structure grows exponential with the sequence length, it does so way slower than actual number of secondary structures [81]. Furthermore, the RNAshapes approach was extended to compute equilibrium shape probabilities, which allow to assess the proportional ‘volume’ of structures of a given shape. This can help to identify the most probable candidate shape, represented by its shrep. It may even help to identify RNA switches, i.e. RNAs that can exist in at least two distinct structures with low free energy, since one would expect that the corresponding shape classes of their meta-stable states subsume a relatively large portion of the probability density compared to other classes [236].

Figure 9: Abstract Shapes of an RNA. On top, an RNA sequence and its corresponding structure in dot-bracket notation is shown. Below are the results of the five distinguished abstract shape levels for secondary structures according to Giegerich et al. [81].
about 150 nt. However, by using clever heuristics, and omitting shape classes of low probability, the latest RNAshapes implementation is speed up substantially. Therefore, their method becomes applicable to RNAs with lengths up to 800 nt [117]

**RNAbor** For the sake of riboswitch detection, Freyhult et al. developed an *ab-initio* RNA secondary structure space partitioning that clusters structures according to their base pair distance to an initially chosen reference structure [72]. The basic idea behind this approach is, that next to the MFE structure, a biologically relevant meta-stable state should (i) be somewhat distant to the MFE itself in terms of structural similarity, (ii) exhibit a relatively low free energy, and (iii) be separated from the MFE structure by a sufficiently large energy barrier to show a switch like behavior.

Conceptually, the classes introduced by their algorithm, RNAbor, are determined *a priori* by choosing a reference structure $s_1$. Any structure $s \in \Omega$ with $d_{BP}(s, s_1) = \kappa$ is assigned to a corresponding distance class $\alpha_\kappa$. The algorithm then determines several thermodynamic properties, such as the MFE, a corresponding secondary structure, and the partition function for each of the resulting classes. Since the base pair distance between any two secondary structures grows linearly with the sequence length7, the number of distance classes grows linearly as well, i.e. $\mathcal{C} \in O(n)$. Therefore, the overall time complexity of distance class partitioning with respect to a single reference structure becomes $(\mathcal{C} \ast \mathcal{B}) \in O(n^5)$, with memory requirements of $O(n^3)$.

---

7 The linear growth of the distance classes can be easily seen. According to the definition of secondary structures the maximum number of base pairs for any sequence of length $n$ is bound by $n/2$. Assuming that there exist two structures with maximal number of base pairs $s_i$ and $s_j$ which are maximally apart from each other in terms of base pairs, i.e. $s_i \cap s_j = \emptyset$, their distance is at most $n/2 + n/2 = n$. 
3.7 NUCLEIC ACID INTERACTIONS

Many RNA folding problems involve not only the prediction of secondary structures of a single RNA, i.e. *intra-*molecular base pairs, but deal with the interaction of two or more sequences, and thus require the prediction of *inter-*molecular base pairs. Several non-coding RNAs (ncRNAs) are involved in gene silencing and repression in a post-transcriptional manner. In bacteria, the most prominent class of such RNAs are the small RNA (sRNA) which, amongst other things, bind to their target mRNA via an antisense sequence [243, 211]. In plants and animals, such RNAs are known as small interfering RNA (siRNA), and miRNA [154, 63, 220, 161]. After formation of the RNA dimer helices, the resulting complex is recognized by the cells molecular machinery and subsequently degraded [251]. Consequently, they constitute an RNA-mediated down-regulation of gene expression. Furthermore, many other biological processes rely on RNA-RNA interaction. RNA editing, rRNA modification, splicing, and developmental regulation are performed and regulated by small nucleolar RNA (snoRNA)s, snRNA, and miRNA [237, 13, 153].

Whereas siRNA are almost perfectly complementary to their target sequence, this is not necessarily true for miRNA and sRNA. They are able to form more or less complex structures with interwoven inter- and intra-molecular helices [237, 153, 165]. Therefore, to better understand the interaction between two RNAs, in particular the competition between intra- and inter-molecular base pairs, methods for RNA-RNA secondary structure prediction are necessary. An extension to the approaches described below, that takes the hybridization of the two naturally occurring nucleic acids RNA and DNA into account is presented in Part iv, Chapter 8, with my work on "Prediction of RNA/DNA hybrid structures".

**INTER-MOLECULAR PAIRS ONLY** The most simple way to predict RNA dimer interactions is to neglect intra-molecular base pairs at all. Such approximative methods are described in literature many times and have been implemented in the programs RNAhybrid, RNAduplex, GUUGle, RNAplex, DINAMelt, and many others [185, 51, 79, 213]. However, there is no biologically motivated reason to assume that the involved RNAs only form inter-molecular base pairs. Though, these methods are generally much faster than any other thermodynamics based approach with asymptotic run times spanning from $O(n \log n)$ (GUUGle) to $O(n \cdot m)$ (RNAhybrid, RNAduplex) where $n$ and $m$ are the lengths of both RNA sequences, respectively. In general, these methods are used to scan a (longer) target RNA for potential binding sites with a (shorter) query RNA. Hence, the algorithms allow for RNA-RNA duplex prediction in linear time with respect to the target RNAs length.

**SEQUENCE CONCATENATION METHOD** Another simple, yet more thorough approach is to simply concatenate both RNAs and predict secondary structures with
the Zuker algorithm (see Section 3.2) for the resulting hybrid sequence [104]. Here, only a handful of small modification are necessary to deal with the loops that contain the artificially introduced cut point. In particular, the loop length restriction to at least 3 unpaired nucleotides is invalidated, and the resulting inter-molecular loop motifs are handled as a special kind of exterior loop with an additional destabilizing energy contribution $E_{\text{duplex}}$ to account for loss of entropy due to the hybridization of both molecules. As a result, this method provides an $O((n + m)^3)$ algorithm to predict a certain class of possible RNA-RNA hybrid secondary structures by taking intra- as well as inter-molecular base pairs into account. The program RNAcofold implements this method for Zuker’s, and McCaskill’s algorithm, enabling it to MFE, partition function, base pair probabilities, as well as MEA- and centroid structure [19]. Furthermore, it allows to predict the equilibrium concentrations of duplex structures.

A generalized approach to predict secondary structure hybrids where more than two RNA molecules are involved was already proposed for minimum free energy structures in 1994 [104]. It’s partition function variant was published in 2007 by Dirks et al. [56]. Here, the authors presented a method that deals with the combinatorial symmetry issues arising when RNA hybrid structures are predicted. In particular, they suggest corrections to the partition function, that may occur due to over-counting of symmetrical structures.

As noted before, the sequence concatenation method is restricted, as it can not predict RNA-RNA interactions that form pseudoknots in the concatenated sequence. However, such interactions, like the kissing hairpin motif, are quite common in nature [31, 73], and may not be excluded for some bioinformatics analysis, see also Fig. 10 of Section 3.8.

Hybridization as a two-step process A more sophisticated approach is to consider the binding of one RNA to another a two-step process, (i) removal of intramolecular base pairs from the the interaction sites, and (ii) hybridization of both molecules. Hence, the total free energy $\Delta G$ of such a structure takes the form

$$\Delta G = \Delta G_u + \Delta G_h$$

(27)

with the energy contribution necessary to expose the binding site(s) $\Delta G_u$, and the gain in free energy by hybridization at the binding site [167]. For most applications, it is sufficient, to compute $\Delta G_u$ only for one of the sequences. Especially in sRNA-mRNA or miRNA-mRNA target prediction, the length of the query sequence, i.e. the sRNA or miRNA, is usually much smaller than that of the target, i.e. the mRNA. In such cases $\Delta G_u$ has to be computed only for the target sequence. Two approaches employing this exact scheme have been proposed. However, both of them are limited to only a single interaction site, since they compute $\Delta G_u$ just for independent continuous subsequences.
The **RNAup** algorithm [167] computes $\Delta G_u$ up to some user specified window size $w$ and the hybridization energy $\Delta G_h$ for any possible interaction site according to an **RNAhybrid** like approach. The best RNA-RNA interactions in terms of $\Delta G$ are then returned for each position along the target sequence. Although the free energy to expose an unpaired stretch of length $w$ is only computed for the longer RNA sequence, its asymptotic complexity in time and memory are quite high with $\mathcal{O}(n^3 + nw^5)$ and $\mathcal{O}(n^2 + nw^3)$, respectively. A similar method is implemented in the program **IntraRNA** [32]. Utilizing $\Delta G_u$ contributions precomputed by **RNAplfold** [18, 21] in $\mathcal{O}(nL^2)$ time, where $L$ is the size of the locally folded subsequence, and enforcing the interaction between both RNAs to start with a user-defined seed makes this approach much faster than **RNAup**. In particular, the authors reduced the memory requirements of their approach to $\mathcal{O}(nm)$, whereas the asymptotic time complexity is $\mathcal{O}(n^2m^2)$\(^8\).

**RIP and its Limitations** The generally unrestricted RNA-RNA interaction problem (RIP), i.e. the prediction of RNA-hybrid secondary structures that may form pseudo-knot like structures, was first dealt with independently by Dmitri Pervouchine and Can Alkan et al. in 2004 and 2006, respectively [177, 5]. Although the general, unrestricted RIP is **NP-hard** [5], in both approaches a polynomial time algorithm was developed that enables the computation of a subclass of RNA-RNA hybrid secondary structures. Pervouchine’s **IRIS** algorithm utilizes a crude base pair energy model, comparable to Nussinov’s maximum matching algorithm. Furthermore, the algorithm restricts the possible base pair interactions to nested intra-molecular pairs, i.e. there are no crossings between any intra-molecular base pairs within each sequence, and nested inter-molecular base pairs. Hence, any two inter-molecular base pairs $(i_x, k_y)$ and $(j_x, l_y)$ imply that if $i < j$, also $k < l$ and vice versa. This enables the IRIS algorithm to compute an optimal RNA-RNA interaction according the simple energy model, with $\mathcal{O}(n^2m^2)$ memory-, and $\mathcal{O}(n^3m^3)$ time requirements. The approach of Alkan et al., on the other hand, discusses the RIP under the more sophisticated nearest neighbor energy model. Along with a prove for the NP-completeness of the general problem, they define all RNA-RNA hybrid structures that comply to the nestedness assumptions as used in the IRIS algorithm as **valid**. Then they develop an algorithm that enables to solve the RIP for valid RNA-RNA hybrids with an asymptotic time complexity of $\mathcal{O}(n^3m^3)$.

Still, both approaches described above only compute a single, yet optimal secondary structure representative according to the energy model used. The computation of the partition function for valid hybrid structures, however, requires an unambiguous decomposition scheme, which was first published in 2009 by Chitsaz et al. [41]. In the same year, Huang et al. independently developed the same decomposition scheme for the partition function [110]. Huang et al. furthermore extended their algorithm

---

\(^8\) Here, the time and memory requirements to pre-compute $\Delta G_u$ with **RNAplfold** are assumed to be negligibly small.
with appropriate data structures to compute thermodynamic ensemble features, such as base pair probabilities, and probabilities of hybrid formations.
3.8 BEYOND SECONDARY STRUCTURES

All the algorithms and methods discussed so far make use of the same scheme, the loop decompositions of the nearest neighbor energy model. This model serves very well for most applications with a prediction accuracy of up to 75% [135]. Still, it neglects many properties of a folded RNA that could in principle be considered part of the secondary structure too, possibly increasing its predictive power. Most of these properties have been found experimentally by three-dimensional RNA structure identification using NMR, X-Ray crystallography, or chemical probing [176, 234, 108, 134]. Among these features is a whole new realm of possible pairwise edge-to-edge interactions between nucleotides, the so-called non-canonical base pairs. In fact, apart from the Watson-Crick edge, a nucleotide has two additional edges available for base pairing. Although non-canonical base pairs do not occur as frequently as the canonical Watson-Crick base pairs, they still give rise to the distinct tertiary structures of many RNAs [131, 210]. Furthermore, due to the ability to take part in base pairing with more than one edge, an RNA is not limited to pairs of bases, but a nucleotide may exhibit hydrogen bonds with more than one nucleotide, e.g. to form base triples [2]. One of the most remarkable structure motifs consisting of base triples is the G-Quadruplex, that forms a stack of adjacent G-quartets, i.e. planar assemblies of four guanosines [119].

Last but not least, the presumed nestedness for RNA secondary structure loops as introduced in Section 2.2, does not always hold. There are many examples where an RNA forms base pairs, that would introduce crossing edges in the resulting secondary structure graph, so-called pseudo-knots. Two hairpin loops with (partly) complementary loop sequence, for instance, may form a small, Watson-Crick paired helix, the kissing hairpin motif [31]. A comprehensive overview of possible loop-loop interactions can be found in the reviews of Batey et al. [14], and Butcher et al. [33].

Despite the fact that the above properties of RNAs show a high relevance in biological and biochemical terms, their inclusion in prediction algorithms introduces an undesirable complexity, and/or poor predictive performance in many cases. Nevertheless, I want to briefly introduce some approaches that approach the problem of tertiary structure prediction within this section. In Part iv Chapter 10 “2D meets 4G: G-Quadruplexes in RNA Secondary Structure Prediction”, I present a method to include the self-contained tertiary structure motif of G-quadruplexes into RNA secondary structure prediction algorithms.

PSEUDO-KNOTS Since the beginning of efficient computational secondary structure prediction it was known, that the nearest neighbor energy model discards a certain class of looped structures, the pseudo-knots[190]. First discovered as long-range interactions in RNA viruses [204, 208], these loop motifs arise when a looped region, typically a hairpin loop, pairs with another unpaired part outside its enclosing helix, see Figure 10 for some examples. This allows the RNA to form more compact structures by
minimizing the amount of unpaired nucleotides, and maximization of the stabilizing effects of base pair stacks. Meanwhile, many more RNA pseudo-knots have been discovered, and their importance in several biochemical contexts has been revealed. They can exhibit enzymatic activity, control gene expression, regulate genome stability, and seem to play an active role in the replication of some RNA Viruses [208, 178, 25, 170].

The topology of pseudo-knots violates the nearest neighbor energy model. In detail, a pseudo-knotted structure exists if any nucleotide $p$ enclosed by a base pair $(i, j)$ with $i < p < j$ forms a base pair $(p, q)$, with $q < i$ or $q > j$. Such ‘crossing’ base pairs can be arbitrarily interleaved to form more or less complex structures. The enclosing helices of a pseudo-knot may gain an additional stabilizing contribution from stacking on top of each other. Furthermore, the looped regions sometimes form base triples with their enclosing helices. As a consequence, the looped region of pseudo-knots can not easily be decomposed in algorithmical terms. In fact, the problem of predicting arbitrary pseudo-knots has been shown to be NP-complete [4, 140]. This is probably the main reason why most secondary structure prediction algorithms simply ignore them, and consider pseudo-knots as part of the tertiary structure instead.

Nonetheless, for some particularly common classes of pseudo-knots polynomial time DP algorithms have been proposed that take their existence into account [192, 4, 140, 55, 184, 186, 206]. These computational approaches can be divided into ab-initio methods, where the pseudo-knot is a part of the underlying decomposition scheme, and a posteriori methods, that consider pseudo-knot formation as a hierarchical process where a nested structure forms first and the pseudo-knot is formed only after that, similar to the two-step process of RNA-RNA hybridization discussed in Section 3.7. Still, the parametrization of the variety of loops is challenging. Only a few ex-
The determinative features of the Leontis-Westhof base pair nomenclature [129]. A The three edges of a nucleobase available for pairing, namely the Watson-Crick (W) edge, the Hoogsteen (H) edge, and the Sugar (S) edge. B Depending on the relative orientation of the ribose parts of two pairing nucleotides, they pair either in cis or in trans.

Experimental data exist, and pseudo-knots are often further stabilized by cations such as Mg$^{2+}$, making it difficult to derive a generalized loop model with reasonable thermodynamic parameters [34].

**The base pair trilogy** Within the last decades a closer look at experimentally determined three dimensional RNA structures revealed a large variety of possible base pairs. RNA crystallography showed that not only can RNA form hydrogen bonds with their Watson-Crick edge, the one used in Watson-Crick base pairing (see Figure 2), but two additional edges of a nucleotides nitrogenous base are sometimes involved in base pairing, too, namely the Hoogsteen edge, and the Sugar-edge [128, 247, 129, 130], as depicted in Figure 11. Indeed, the resulting so-called non-canonical base pairs are quite frequent and can make up to about 1/3 of an RNA structure [210].

To bring order into the new realm of base pair possibilities, Leontis and Westhof [129] proposed an RNA base pair nomenclature that categorizes pairs according to both involved edges, and the rotational orientation of the nucleobase relative to each other. This resulted in a distinction between twelve edge-to-edge configurations, see Figure 11. While half of them are sterically compatible with the usual anti-parallel orientation of the phosphate backbone, the others require a parallel configuration.

With this nomenclature in hand, tertiary structures of a folded RNA molecule can be decomposed into three-dimensional motifs, whereas their pairwise interactions can easily be added to secondary structure drawings. Unfortunately, despite the effort made in identification and annotation of these types of tertiary motifs [2, 180, 221], their incorporation into existing efficient prediction algorithms appears to be almost impossible for several reasons. First, the additional base pair types introduce a dependence on specific spatial and rotational conformations as well as orientation of the phosphate backbone. But nowadays secondary structure prediction algorithms have no sense of spatial dimensions or rotational degrees of freedom. Furthermore, the base pairs are always assumed to exhibit anti-parallel orientation.
Second, some base pair configurations can only be adopted when certain other conformations are present in the vicinity of the particular pair. This makes them context sensitive, and the nearest neighbor model does not hold anymore. The nearest neighbor model is also easily violated by so-called base triples, where a nucleotide forms hydrogen bonds with more than one other nucleotide [2].

Third, since some of the above special base pair types are adopted only when the RNA is interacting with a protein, ligand or other chemical compound [42, 162], it can be hard or even impossible to assess the melting temperature of such a configuration. Thus, obtaining enthalpy- and entropy-values necessary for a thermodynamic parametrization of a putative prediction algorithm is impossible.

Nevertheless, work has been done to circumvent the aforementioned drawbacks. In 2008, Parisien and Major [175] presented the MC-fold/MC-sym pineline, an algorithm that is capable of predicting optimal tertiary structures. The authors introduced the term nucleotide cyclic motif (NCM) that defines an indivisible set of nucleotides together with their corresponding interactions [127], analogous to the loops of the nearest neighbor energy model. Extraction of these motifs from crystallographic structures and the statistical analysis of their occurrence within different overlapping structural contexts finally lead to an effective NCM scoring function. With this in hand, the same algorithm could be used for secondary and tertiary structure prediction. However, the original implementation of MC-Fold consists of an exhaustive enumeration of all stem-loop configurations that can be constructed by with the NCMs of a particular input sequence. As a consequence, the runtime of MC-Fold scales exponentially with the input sequence length, making it applicable only to RNA sequences with no more than 150 nt. This limitation was lifted when zu Siederdissen et al. [263] presented the algorithmic framework to solve the folding problem for the MC-Fold model in polynomial time.

Still, the predictive power of such algorithms can not compete with that of the usual secondary structure prediction algorithms, yet [263]. However, this may be mostly due to the limited data available for tertiary motifs. Currently, the MC-fold model uses statistical measures derived from frequencies of certain motifs in a rather limited set of experimentally determined tertiary structures.

For some self-contained tertiary motifs, such as G-Quadruplexes, melting curves have been experimentally determined. This not only makes predictions with the MC-fold model more reliable, but also offers promising alternatives. In Chapter 10, for instance, I present a fully parameterized extension of the nearest neighbor energy model to include G-Quadruplexes.
Part II

OF PATHS AND LANDSCAPES
Until now, I only presented static RNA secondary structures, i.e. all methods to predict secondary structures so far yield one or more unrelated representative results. However, an RNA molecules structure always fluctuates between different low energy conformations. While for the protein coding sequence of some mRNAs its particular secondary structure may not be important, it matters for all ncRNAs, since their structure determines whether or not the molecule is functional. Riboswitches, for instance, usually adopt two distinct structures representing their ON-, and OFF-state. Another, rather extreme, example of RNAs that adopt distinct functional structure states are viroids. These tiny plant pathogens, which solely consist of an RNA molecule with a sequence length of about 400 nt, form very stable rod-like secondary structures. It has been shown, that during their life-cycle they switch between at least three metastable functional states, to perform their reproduction, pathogeneity, and cell-to-cell trafficking [187, 53, 52].

Furthermore, any RNA in a cell comes to life during transcription of its corresponding DNA template¹. This polymerization process is a discrete, sequential addition of nucleotides to the 3’ end of the nascent RNA, which in turn immediately starts folding back on itself, known as co-transcriptional folding (see Chapter 12.2). Therefore, any RNA has to refold at least during transcription to eventually adopt its native state. Whether on not this refolding can happen within the lifetime of the RNA, i.e. before it is degraded by nucleases, can only be predicted by simulating its folding dynamics, which will be discussed in Chapter 6. Hence, to better understand the function of a potentially switching RNA, or the transition from a (transient or persistent) meta-stable state into the native structure, the process of refolding needs to be investigated.

In general, refolding from one structure into another can be divided into cis-, and trans-induced switching. Cis-induced switches do not require additional external factors for their structural transition. Their conformation change is purely driven by the kinetic- and thermodynamic properties of the RNA molecule itself. Hence, every RNA that relaxes its structure towards thermodynamic equilibrium from a meta-stable transient state, e.g. structure adopted during the transcription process or by degradation, is considered to act in cis [22, 89, 232, 78]. Furthermore, RNA thermometers [168] which change their conformation along with slight temperature changes also constitute to this class of switches. On the other hand, trans-induced switching

¹ Most RNA viruses encode for an RNA-dependent RNA polymerase, that allows for the duplication of their genome without the need of a DNA template. Still, the nascent RNA immediately starts folding during the duplication process.
represents the change in structure upon binding of one or more auxiliary molecules. Such molecules may be other RNAs, proteins, or small ligands, e.g. metal-ions and metabolic reactants and products \[42, 59, 253\]. Therefore, most of the trans-induced switches have the ability to act as sensors of their chemical environment.

The principle of how switching occurs in both classes may be interpreted equally, as their switching rates, i.e. the difficulty of refolding, is determined by the energetic barrier separating both states \[29, 164, 66\]. However, for trans-induced switches the binding of auxiliary molecules to the RNA often physically restrains the formation of certain base pairs. This happens either by coating specific regions of the structure and thus blocking base pairs entirely, or by competition between the binding free energy of the ligand and regular base pairs. Additionally, the external factor can serve as a kind of enzyme, usually lowering the barrier to an energetically preferred state. In the following sections we will restrict ourselves to cis-induced switches, since (i) to date thermodynamic data on the influence of bound molecules is quite sparse, and (ii) there exists no generic solution for structure predictions of RNAs upon ligand or protein binding yet. However, in Chapter 13 I will sketch an hierarchical method that enables secondary structure predictions to incorporate some environmental constraints in a generic way.

In this chapter, the theoretical background for transition paths of RNA secondary structure conformation changes is presented. After a formalization of elementary moves, a scoring measure for refolding paths, the energy barrier, will be introduced. Furthermore, heuristic approaches to determine optimal direct- and indirect folding paths are discussed.
4.1 MOVE SETS, PATHS AND ENERGY BARRIERS

Formally, the transition process between two RNA structures can be considered a discrete sequence of intermediate structure states, a path, where a particular set of elementary modifications serves as the transforming connection between any two consecutive intermediates. The energy barrier of this path is determined by the highest free energy among the intermediates. However, the vast number of possible patterns of base pair formation and dissociation introduces a combinatorial explosion, rendering exhaustive enumeration strategies, that explore all paths, practically impossible. In fact, it has been shown, that finding an optimal (re-)folding path between two secondary structures is \textit{NP-complete} \cite{145, 146}. Hence, heuristic approaches which compute near-optimal solutions to the energy barrier problem have to suffice for most biological applications.

**MOVE SETS AND NEIGHBORHOODS** The most simple move set $\mathcal{M}$ consists of exactly two reversible modifications, \textit{formation} and \textit{dissociation} of a single base pair. More sophisticated move sets may also include \textit{shift}-moves \cite{66}, resembling helix slipping. Even the formation and dissociation of entire helices can be considered elementary moves \cite{114, 133, 111}. However, the more abstract the elementary structural changes are, the more care must be taken to ensure \textit{ergodicity}, i.e. any structure must be accessible from any other structure through a series of applications of moves. Additionally, abstract moves such as helix-moves by definition allow for simultaneous formation or dissociation of entire sets of base pairs. Thereby, they coarse grain the underlying physical process. Hence, optimal paths derived from abstract move sets may show entirely different properties than those using formation and dissociation the most atomic constituent, a single base pair.

Introducing a move set to the ensemble of RNA structures implicitly defines a neighborhood relation. Thus, any structure $s_k$ obtained by application of a single move $m \in \mathcal{M}$ to a structure $s_i$ is an element of the set of neighbors $\mathcal{N}(s_i)$ of $s_i$:

$$\mathcal{N}(s_i) = \{s_k | s_k = m(s_i), m \in \mathcal{M}\}$$  \hspace{1cm} (28)

**SECONDARY STRUCTURE FOLDING PATHS** Since the move set defines the number of possible transitions an RNA undergoes during refolding, the chain of intermediate structures forms a path. More formally, a folding path

$$\mathcal{P} = (s_i, s_{i+1}, \ldots, s_{i+n-2}, s_j).$$  \hspace{1cm} (29)

of length $n = |\mathcal{P}| = j - i + 1$ between two secondary structures $s_i$ and $s_j$ is an ordered sequence of valid secondary structures $s_k$, with $s_k \in \mathcal{N}(s_{k-1})$. In the following, the notation $\mathcal{P}[k] = s_{i+k}$ will be used to denote the $k^{th}$ intermediate structure within path $\mathcal{P}$. 


Of course the above definition leaves the path \textit{unrestricted}. There is no upper limit to the length of the path, i.e. \( n \) can be arbitrary large. On the other hand, the lower limit for \( n \) is readily inherited from the move set \( \mathcal{M} \). Additionally, a path \( \vec{P} \) may contain \textit{cycles}, i.e. it may consist of multiple occurrences of the same intermediate structure \( s_k = s_1 \). Furthermore, the move-set may contain a \textit{neutral element}, i.e. a move that does not change the base pair pattern. This would result in paths where two consecutive intermediates may be exactly the same, i.e. \( \exists k \mid s_k = s_{k+1} \). In the following, I will only consider \textit{cycle-free} folding paths and move-sets \textit{without neutral elements}.

**Direct and indirect paths** As a convention, one usually distinguishes \textit{direct paths} from \textit{indirect paths}. By definition, a direct path \( \vec{P}_D \) is \textit{minimal} with respect to the move set. Therefore there exists no other path \( \vec{P} \) with shorter length, i.e. \( \not\exists \vec{P} \mid |\vec{P}| < |\vec{P}_D| \).

A direct path can be constructed from the start-structure \( s_i \) by either adding base pairs not present in \( s_i \) but in the stop-structure \( s_j \), or by removal of base pairs not present in \( s_j \) but in \( s_i \). Hence

\[
\vec{P}_D = (s_i, \ldots, s_k, \ldots, s_j) \quad \text{with}
\]

\[
s_k = \{(p, q) \mid (p, q) \in (s_i \cap s_j) \cup (s_i \triangle s_j)\} \quad \text{and}
\]

\[
|s_k \cap s_i| \geq |s_{k+1} \cap s_i| \quad \text{and}
\]

\[
|s_k \cap s_j| \leq |s_{k+1} \cap s_j|
\]

where the symmetric difference \( s_i \triangle s_j \) is the set of base pairs that are unique to either \( s_i \) or \( s_j \) (see Chapter 2.2). Since we restricted ourselves to cycle-free paths without neutral moves, all direct paths between \( s_i \) and \( s_j \) have the same length \( n = |\vec{P}_D| = |s_i \triangle s_j| \). Moreover, any direct path \( \vec{P}_D \) is \textit{minimal} with respect to the underlying move set, i.e. there is no other path \( \vec{P} \) with \( |\vec{P}| < |\vec{P}_D| \). For indirect paths, there is no such restriction, of course. Their minimal length is limited to that of a direct path with the same start- and stop-structure. However, their maximal length is only bound by the number of structures compatible with the same RNA sequence.

**Saddle points and energy barriers** Any secondary structure \( s_k \) of a path \( \vec{P} \) is associated with a free energy \( E(s_k) \), according to a specific energy model for RNA structures. Therefore, \( \vec{P} \) represents a path through a one-dimensional space, where each \( s_k \) is a position, and \( E(s_k) \) is its height. Along a path there may be mountains to climb and valleys to descend to, in terms of free energy. Any structure that exhibits the highest free energy along the path \( \vec{P} \) is a \textit{saddle point} \( S(\vec{P}) \) with

\[
E(S(\vec{P})) = \max_{0 \leq l \leq |\vec{P}|} E(\vec{P}[l]).
\]

Hence, the energy difference between the start structure and the saddle point can be considered the amount of \textit{activation energy} to allow the transition from the start- to
4.2 Prediction of Direct Folding Paths

Morgan-Higgs Algorithm. Among the first to come up with an efficient heuristic to compute near optimal direct folding paths is the work of Morgan and Higgs [164]. Their greedy algorithm creates a direct folding path between two secondary structures $s_i$ and $s_j$. The order in which base pairs are added and removed is determined by the number of conflicts, whereas fewer conflicts lead to earlier insertions, in particular, the algorithm can be formulated as follows:

1. Set $s_A = s_i$

2. Find $(p, q) \in s_j$ with least incompatible pairs $(k, l) \in s_A$

3. Remove all incompatible pairs from $s_A$, i.e. $\forall (k, l) \in s_A$ incompatible with $(p, q)$, do $s_A = s_A \setminus (k, l)$

4. Insert $(p, q)$ into $s_A$, i.e. $s_A = s_A \cup (p, q)$

5. If additional pairs $(r, s) \in s_j$ can be inserted after removal of $(k, l)$, insert them as well: $\forall (r, s) \in s_j$ compatible with $s_A$, do $s_A = s_A \cup (r, s)$

6. If $s_A \neq s_j$, goto 2.

In each step of removal or addition of a base pair, the energy of $s_A$ is evaluated and used to update the saddle point energy $E(S) = \max_{s_A} E(s_A)$. In cases where step 2. of the algorithm encounters more than one base pair $(p, q)$ with equal number of incompatible pairs, it chooses one randomly. For such cases, the authors suggest to
repeat the algorithm a number of times and follow each new route only as long as the energy of the newly computed saddle point is lower than the one obtained by a previous random choice. While the algorithm is very fast it relies on the simplistic assumption that each base pair can be treated the same. Therefore, it does not account for differences in free energy change induced by addition/removal of different base pairs and thus, tends to overestimate the energy barrier.

**The Findpath Algorithm** In 2001, Flamm et al. presented a new, breadth-first search algorithm that computes near optimal direct folding paths based on the more realistic nearest neighbor model of RNA secondary structures [67]. In each step of the path construction between \( s_i \) and \( s_j \), the algorithm generates all neighbors \( N(s_k) \) of the current structure \( s_k \) that are closer to the \( s_j \) in terms of the move set distance, and determines their free energy. From the resulting set of possible neighboring structures, the one with lowest free energy is chosen as next intermediate and the algorithm proceeds from there until the target structure is reached. In principle, this resembles a nearest neighbor model extension of the Morgan-Higgs algorithm, that follows only energetically favorable paths instead of removing and adding base pairs according to their number of collisions. However, Flamm et al. introduced a parameter \( m \) that allows to keep track of the best \( m \) folding paths found so far. This transforms the whole algorithm into a breadth-first search strategy controlled by \( m \). Setting \( m = 1 \) degenerates to a greedy search for the optimal refolding path, which is essentially the Morgan-Higgs algorithm with free energy scores for the choice of the next intermediate structure instead of a base pair collision list. On the other hand, the algorithm becomes exhaustive if \( m = n_p \) where \( n_p \) is the number of possible paths. This makes it a fast and powerful tool to determine close to optimal folding paths. Hence it yields good approximations of energy barriers along direct paths between any two secondary structures \( s_i \) and \( s_j \).

**Flooding Algorithm of the Barriers Program** A non-heuristic approach that relies on an exhaustive enumeration of all secondary structures is implemented in the barriers program [68]. Although it is actually designed to compute the barrier tree [207] of the free energy landscape (see also Chapter 5), its algorithm is capable to easily compute the optimal folding path between two local minima as a by-product. Since it constitutes an exhaustive approach it will always compute the exact energy barrier between two secondary structures. However, in general this exhaustiveness is the actual drawback of this method, since the number of structures compatible with an RNA grows exponentially in the sequence length. Thus, the barriers program is limited to RNAs with lengths of about 100 nt on current computers, and, due to its
4.3 Taking Detours

Although the aforementioned algorithms to compute direct folding paths perform quite well, they usually suffer from overestimation of the energy barrier. Since an RNA upon refolding from $s_i$ to $s_j$ does not ‘know’ about being restricted to direct paths, it is more likely that it follows the energetically most optimal. The intermediate structures the RNA adopts during its refolding process may therefore consist of additional base pairs, not present in either $s_i$ or $s_j$. Alternatively, base pairs present in both $s_i$ and $s_j$ may be opened during the transition to be later on inserted again. As long as deviating from the direct path contributes favorably to the intermediates stability this may drastically lower the predicted energy barrier. Below, two approaches on how to compute indirect folding paths are presented. A third method can be found in Part iv, 2D Projections of RNA folding Landscapes (Chapter 9), which is described in more detail in part v, Chapter 11.

Morgan-Higgs - Revisited  Within their publication of the direct path heuristic, Morgan and Higgs already suggested an algorithm capable to construct indirect paths. Using the single link cluster (SLC) method they compute optimal indirect folding paths from $s_i$ to $s_j$ that consist of concatenated optimal direct paths between pairs of auxiliary structures $s_k$ and $s_l$, in which the first direct path starts with $s_i$, and the last ends with $s_j$ [164]. A problem of this approach is, however, that it is not clear which set of auxiliary structures one should choose. The authors of this method used the Nussinov model to sample a set of ground-state structures from the resulting partition function. But this method suffers from the possibility to generate structures too far away from potentially arbitrarily chosen start and stop structures $s_i$ and $s_j$. Furthermore, as shown in Part v, Chapter 11, Boltzmann sampling from the whole ensemble, regardless of the energy model applied, does usually not give enough insight into its structural diversity. Therefore, other strategies have to be applied. Another possibility to obtain low free energy structure might the use of Zuker-type suboptimals or sub-optimal structures within a specific energy band around the MFE, as introduced in 3.3. However, again, if any of the two structures $s_i$ and $s_j$ are, in terms of base pairs, sufficiently far away from the generated set, the resulting paths might depart too much from any meaningful result. In addition, the resulting set of auxiliary structures obtained by such methods can grow very fast, rendering the method impractical.

---

Moore’s law predicts a doubling of computational power every two years or so. Increasing the length of an RNA by only a single nucleotide, however, almost doubles the number of possible secondary structures (actually its a factor of 1.8. Hence, about every two years, the RNA used as an input may grow by one single nucleotide.
A more recent method that aims to predict optimal indirect folding paths is implemented in the RNATabuPath algorithm [58]. The algorithm is a semi-greedy path construction between the start structure $s_i$ and the stop structure $s_j$. The successive transitions from one structure $s_k$ to its neighbor $s_{k+1} \in N(s_k)$ are determined by a fitness function $F(s_{k+1}) = E(s_{k+1}) + w \cdot d_{BP}(s_{k+1}, s_j)$. The fitness function $F$ takes into account both, the free energy $E(s_{k+1})$ of the next intermediate structure of the path, as well as its distance to the target structure in terms of base pairs difference $d_{BP}(s_{k+1}, s_j) = |s_{k+1} \triangle s_j|$. This latter term is further controlled by a weighting factor $w$ which essentially determines how far the path may deviate from a direct path between $s_i$ and $s_j$. Hence, it serves as a guiding potential that balances the importance of choosing a low energy neighbor versus reaching the target $s_j$. Although, low values of $w$ allow for paths that deviate very much from a direct path, and large values of $w$ result in fast convergence toward $s_j$, there is no guarantee that the algorithm eventually reaches its stop structure $s_j$. Therefore, the authors employed an oscillation strategy, that adapts the value of $w$ during path construction. In particular, $w$ is increased if the distance to the target has not been improved for a number of iterations, and lowered if the distance decreases again, while it is ensured that $w$ stays within a user-defined range of $w \in [w_{\min}, w_{\max}]$. Furthermore, the algorithm utilizes a so-called tabu-list of previously inserted or removed base pairs, mainly to avoid introducing cycles along the path. As long as a base pair is within this list, it may not be modified, i.e. inserted or removed again. Base pairs will be removed from the tabu-list after a certain number of steps. Although this method seems to produce good results for the examples tested in their publication, the initial choice of the weighting factor range $[w_{\min}, w_{\max}]$ is crucial for the algorithms performance. Furthermore, the algorithm deterministically creates just a single trajectory, i.e. it explores only a single path. Thus, to obtain a diverse set of near optimal solutions the algorithm has to be applied multiple times with different initial conditions for $[w_{\min}, w_{\max}]$. 
THE BIG PICTURE

5.1 SECONDARY STRUCTURE FREE ENERGY LANDSCAPE

The entire ensemble of secondary structures of an RNA forms a high-dimensional free energy landscape. Again, each structure \( s_i \) corresponds to a particular location in this space, and the free energy \( E(s_i) \) determines the height. However, in contrast to paths, as discussed in the previous chapter, each structure \( s_i \) has a multitude of neighbors (see Fig. 12). Strictly speaking, a folding path \( \vec{P} \) is a trajectory through the secondary structure free energy landscape

\[
\mathcal{L} = (\Omega, \mathcal{M}, E).
\]

(33)

Here, \( \Omega \) is the set of conformations, the move set \( \mathcal{M} \) defines the topology, and the energy function \( E : s_i \rightarrow \mathbb{R} \) associates each conformation \( s_i \in \Omega \) with a fitness value, i.e. its height within the landscape.

Since each conformation may have a large number of neighbors\(^1\), the resulting landscape forms a high-dimensional space. Similar to paths, the resulting landscape usually consists of valleys, mountains, ridges, funnels, and plateaus.

The secondary structure free energy landscape can then be analyzed in various ways, e.g. to extract shortest paths between two secondary structures (see previous Chapter 4), or to simulate RNA folding kinetics (see Chapter 6). However, since it is such a high-dimensional space, this landscape can not be visualized easily. But methods exist, that lump large portions of the landscape into a single point, i.e. a macro-state and therefore allow to visually inspect certain aspects of the landscapes underlying properties. Prominent examples of such visualizations are the barrier tree [66] and the 2D projection based on two reference structures, as implemented in the RNA2Dfold algorithm [136]. The latter is an \textit{ab-initio} method that projects the high-dimensional space into two dimensions using two representative reference structures. It is presented in detail in Part iv, \textit{2D Projections of RNA folding Landscapes} (Chapter 9) and will be briefly introduced in this chapter, section 5.3.

\textbf{Construction of the landscape}  The landscape itself is usually constructed by \textit{exhaustive enumeration} methods. This means, that for a landscape analysis all secondary structures have to be generated, stored somehow, and assigned a free energy score. But this, in turn, limits the applicability to relatively short RNAs, since even an

\[\begin{align*}
\text{1 The unfolded state of an RNA with sequence length } n, & \text{ may have about } n^2/2 \text{ neighbors. Each of them results from the formation of one of the } n^2/2 \text{ possible base pairs.}
\end{align*}\]
RNA with sequence length 50 may have compatible secondary structures in the order of tens of billions. Nevertheless, most parts of the actual landscape might not contribute to the solution space of a particular problem, for instance finding an optimal refolding path. Such parts may be those, whose structures exhibit free energies above a certain threshold, for instance positive free energy. Furthermore, structures with so-called lonely base pairs, i.e. base pairs not surrounded by any other pair may usually be omitted from the landscape construction, since such base pairs are widely considered unstable. Therefore, leaving out certain parts of the landscape makes exhaustive landscape construction feasible for RNAs up to the length of 100 nt. However, omitting structures with higher free energies can result in a landscape representation with unconnected ‘islands’, canceling out entire sets of solutions to particular landscape analyses. On the other hand, limitation to canonical secondary structures, i.e. those without lonely base pairs, introduces the necessity to adopt the move set. Thus, for any restraint of the secondary structure space elaborate measures might have to be taken. Utilization of Boltzmann sampling from the entire structure ensemble is usually not advisable and even inapplicable to generate large enough parts of the landscape, even for extremely large sample sizes. Depending on the ruggedness, and depth and distribution of the local minima within the secondary structure space, this method strongly tends to produce only spots close deep to folding funnels, since their surroundings take up large volumes in the probability space of the ensemble (see Chapter 3-4, and
Chapter 12 in Part v of this work). Therefore, a program often used to generate a (reduced) set of secondary structures is RNAsubopt of the ViennaRNA package, which, amongst others, implements the suboptimal secondary structure prediction algorithm according to Wuchty et al. [255] (see Chapter 3.3).
5.2 BARRIER TREES AND GRADIENT BASINS

A compact and convenient, yet physically meaningful way to reduce the enormous secondary structure free energy landscape is the use of barrier trees \cite{252}. This abstraction consists of trees with local minima at their leaves, which form the kernel of so-called gradient basins, and minimal saddle points as inner nodes connecting them. Thereby, these gradient basins subsume entire sets of structures from which a gradient walk would always end up in the local minimum that constitutes the basin. Here, a gradient walk is the repeated application of a mapping $\gamma : \Omega \to \Omega$, that assigns each structure $s_k$ to its neighbor $s_l \in N(s_k)$ with lowest free energy $E(s_l) < E(s_k)$. After a finite number $t$ of mappings each structure $s_k$ is eventually assigned to a unique local minimum $z = \gamma^\infty(s_k) = \gamma^t(s_k)$. As a consequence, the local minima represent attractors of the mapping $\gamma$, whereas the basins of attraction $B(z) = \{s_k \in \Omega \mid \gamma^\infty(s_k) = z\}$ form a partition of $\Omega$. The flooding algorithm implemented in the barriers program \cite{252} processes an energy sorted list of all suboptimal structure states. It identifies all local minima and their connecting minimal saddle points to construct the coarse grained representation of the landscape, the barrier tree. A visual description of the flooding algorithm is given in Figure 13, and an example for the barrier tree representation can be found in Figure 14.
5.2 BARRIER TREES AND GRADIENT BASINS

Figure 13: The flooding algorithm [68] constructs a barrier tree from an energy sorted list of secondary structures. A Local minima, i.e. structure states where all neighbors have a higher free energy, form the leaves of the tree. Any other structure is assigned to the local minimum that is reachable through a gradient walk, thereby contributing to the gradient basins $\mathcal{B}(z_1)$, $\mathcal{B}(z_2)$, and $\mathcal{B}(z_3)$. B As the free energy level of the input structures rises, saddle points appear that connect two gradient basins ($S_{23}$). The saddle points form the inner nodes of the barrier tree, connecting two gradient basins with each other. C Structures that would be assigned to a gradient basin that is already connected to another one, are assigned to the energetically deeper of both. D When the input is completely processed, a compact representation of the high-dimensional free energy landscape is available, the barrier tree, whose node lengths represent the refolding energy barriers between the local minima, i.e. the leaves.
5.3 2D PROJECTIONS

In contrast to the aforementioned method of barrier tree construction, the RNA2Dfold algorithm [136] allows for an ab-initio construction of a coarse grained landscape representation. This eliminates the necessity of an exhaustive enumeration of secondary structures. The method relies on two initially chosen reference structures $s_i$ and $s_j$ which are used to partition the secondary structure free energy landscape into distance classes with respect to the references. In detail, any structure $s_k$ is placed in a particular $\kappa, \lambda$-neighborhood, where $d_{BP}(s_k, s_i) = \kappa$ and $d_{BP}(s_k, s_j) = \lambda$. A classified DP algorithm is utilized to compute specific thermodynamic properties, such as minimum free energy and partition function, for each of the resulting distance classes. Although the algorithm has an asymptotic time complexity of $O(n^7)$ and memory requirements of $O(n^4)$, an elaborate implementation in the program RNA2Dfold exploits the sparsity of the dynamic programming matrices, making it applicable to RNAs with sequence lengths of up to about 400 nt. The resulting thermodynamic properties can readily be used to depict a projection of the high-dimensional landscape into two-dimensions, where the $x$-axis represents the base pair distance to reference structure $s_i$, and the $y$-axis the distance to $s_j$ (see Figure 14). By carefully choosing the two references, e.g. the MFE structure and a meta-stable state, a representation of lowest free energy for each distance class already provides a lower-bound on the refolding barrier between the two references.

Since this method does not enumerate all structures but uses a classified DP recursion scheme, only thermodynamic properties of the distance classes are available. However, stochastic backtracking can be used to sample structural representatives from the distance classes according to their intrinsic equilibrium probabilities. This allows to create structurally diverse sample sets, which would not be possible via regular stochastic backtracking approaches. Furthermore, based on the distance class partitioning, a method to predict indirect refolding paths between two secondary structures, as well as an approach to simulate RNA folding kinetics are presented in Part v.
Figure 14: Different representations of an artificially designed riboswitch taken from Xayaphoummine et al. [258]. A Secondary structures drawings of the MFE structure (1), the meta stable state that is adopted by co-transcriptional folding (2), and two structures similar to the MFE structure but with slightly shifted 5’ stem (3,4). B The corresponding barrier tree with a resolution of 10 macro states. C The 2D projection of the MFE representatives obtained from RNA2Dfold with the MFE structure (1) and the meta stable state (2) as reference, depicted as large blue areas in the upper left and lower right corner, respectively.
Part III

RNA FOLDING KINETICS
RNA FOLDING AS A DYNAMIC PROCESS

In the previous chapter, RNA folding paths and the concept of the secondary structure free energy landscape were introduced. However, both of them only give a rather static view on the transition space of an RNA. To provide information about the involved dynamical behavior when an RNA consecutively adopts distinct secondary structures, each transition has to be linked with a rate or probability. In theory, RNA folding dynamics can be predicted using molecular dynamics (MD) simulations. Using the positions, velocities and accelerating forces of the atoms of the RNA, successive snapshots of the changing state space can be obtained through integration of Newton’s laws of motion [7, 226]. However, the involved computations of the interacting forces is implementation-wise demanding and the simulation itself computationally expensive. Furthermore, an RNA contains a large number of atoms, so does its surrounding solution. Hence, in most practical cases RNA folding dynamics is simulated on a much more coarse grained level, such as the secondary structure. This is where the definition of the energy landscape comes in hand. Each point in the landscape represents a distinct microstate of the RNAs secondary structure system. The states height in the landscape represents their equilibrium probabilities given by each associated free energy (see Equation 16). Transitions within this space of conformations, the canonical ensemble, can now be thought of as a stochastic kinetic process [66]. Therefore, equilibrium statistical mechanics (statistical thermodynamics) can be applied and they can be modeled by a Markov process.

This chapter starts off with some thoughts on the assessment of transition rates between secondary structure states, and discusses two complementary approaches on RNA folding kinetics. The first approach uses the Markov property of the folding process to directly compute the time evolution of the entire Markov process. For this purpose a solution to the master equation which describes the Markov process has to be obtained. This immediately allows for a global view on the folding dynamics over time.

The second method, the Markov Chain Monte Carlo (MCMC) method, allows for sampling of a single folding trajectory through the vastness of the energy landscape. Therefore, it can be used to follow an RNA molecule along its folding path. This unfortunately may be its weakness as well. Since the folding process is regarded as a stochastic process many folding trajectories are required to obtain a global view of the system, even for short RNA molecules. However, the number of folding paths grows exponentially with sequence length. Therefore, the number of required trajectories
grows very fast as well, rendering the total computational demands for a Monte Carlo simulation very high.

Furthermore, coarse graining approaches for secondary structure landscapes will be introduced in this chapter. Such methods represent a useful tool to circumvent the issue of too many states by lumping sets of micro-states into more abstract macro-states. Folding simulations can then be performed on the (much smaller) system of macro-states, thereby enabling application to longer RNA molecules.
6.1 Transition Rates

From now on, we consider RNA folding kinetics as a stochastic process, close to conventional stochastic kinetics of chemical reactions [66, 74]. In particular, it can be modeled as a continuous-time Markov process. The population density of a conformation $s_i$ changes over time $t$. The rates of influx $k_{ji}$ and outflux $k_{ij}$ from, resp. to another conformation $s_j$ can be used to describe the transition process with the master equation

$$\frac{dP_i(t)}{dt} = \sum_{j \neq i} (P_j(t)k_{ji} - P_i(t)k_{ij}).$$ \hspace{1cm} (34)

The elementary moves within our conformation space only allow for transitions between neighboring conformations. Therefore, the transition rates between most conformations are zero $k_{ij} = 0$, if $s_j \notin \mathcal{N}(s_i)$ (see Chapter 4.1 for the definition of $\mathcal{N}$), rendering the transition rate matrix $R = \{k_{ij}\}$ sparse. Since in equilibrium $\frac{dP_i(t)}{dt} = 0$, both terms on the right hand side of Equation (34) must be equal. This immediately leads to a relation that is commonly known as detailed balance:

$$P_j(t)k_{ji} = P_i(t)k_{ij}. \hspace{1cm} (35)$$

In (16) we learned that given the free energy $E(s_i)$ of a secondary structure state $s_i$ and the partition function $Q$ the states equilibrium probability is given as

$$P_i(t) = \frac{e^{-\beta E(s_i)}}{Q}. \hspace{1cm} (36)$$

Together with the criterion of detailed balance this dictates that the transition rates between two distinct states $s_i$ and $s_j$ have to be consistent with their difference in free energy $\Delta G_{ij} = E(s_j) - E(s_i)$. In particular any set of transition rates satisfying the following relation is acceptable

$$\frac{k_{ji}}{k_{ij}} = \frac{e^{-\beta E(s_i)}}{e^{-\beta E(s_j)}} = e^{\beta (E(s_j) - E(s_i))} = e^{\beta \Delta G_{ij}}. \hspace{1cm} (37)$$

Once all $k_{ij}$ for $i \neq j$ are determined, the self transitions $k_{ii}$ are computed by

$$k_{ii} = 1 - \sum_{j \neq i} k_{ij}. \hspace{1cm} (38)$$

Another crucial requirement for the transition rates is that there exists a series of consecutive transitions that connects any state $s_i$ with any other state $s_j$. This basic assumption of statistical mechanics, the ergodic hypothesis, not only ensures that the

\footnote{This is the probability to observe a conformation $s_i$ at time $t$: $P_i(t) = \text{Prob}(X(t) = s_i)$}
system contains no purely absorbing state. But it ensures, that the time a simulation trajectory resides in a specific region of the state space is proportional to the volume of this region, and therefore equilibrium can be reached eventually.

Still, the above preconditions leave a large number of feasible ways to compute transition rates, of which the two most commonly used definitions will be presented below.

**Metropolis Rule**  The earliest expression to compute transition rates in statistical physics was introduced by Metropolis et al. [158] in 1953. Here, the assumption is that a particle within the system immediately changes its state from \( s_i \) to a neighbor \( s_j \) if the new state is energetically more favorable, i.e. \( E(s_j) \leq E(s_i) \). Otherwise, the transition is simply determined by the energy difference \( \Delta G \) of both states. Of course, in the real world it actually requires some time \( \tau_0 \) to physically change the configuration, but this time is usually set to unity and therefore often not present in the expression of the Metropolis rule: [158]

\[
\begin{align*}
    k_{ij} &= \begin{cases} 
    \tau_0^{-1} e^{-\beta \Delta G_{ij}} & \text{if } E(s_j) > E(s_i), \\
    \tau_0^{-1} & \text{otherwise}
    \end{cases} 
\end{align*}
\tag{39}
\]

**Kawasaki Rule**  In 1966, Kyozi Kawasaki presented an additional rule to calculate the spin diffusion constant for time-dependent Ising models [121].

\[
k_{ij} = e^{-\frac{1}{2} \beta \Delta G}
\tag{40}
\]

Since the stochastic characterization of RNA folding kinetics as presented in this work follows the general theories for such Ising models\(^2\) this rule can also be applied. In contrast to the Metropolis rule in (39), here, transitions to energetically more favorable states are not treated all equally. This rule rather introduces symmetry in the forward and reverse transition rates. Applied to RNA folding kinetics, it was found that the folding performance improved substantially without changing the character of transition paths when the Metropolis rule is substituted by the Kawasaki rule [66].

---

\(^2\) Named after the German physicist Ernst Ising, these mathematical models represent the most simple approaches to describe the kinetics of transitions between discrete states of a system. Starting with an initial state (or a vector of population densities) the statistical mechanics behind the Ising model always ensures relaxation towards equilibrium.
6.2 Solving the Master Equation

RNA folding kinetics can now be regarded as a multi-molecule system where state transitions of the molecules are described by the master equation (34). This allows to follow the systems relaxation towards equilibrium starting from an initial population density of its states over time. For a system with \( N \) distinct states, the master equation essentially describes a set of \( N \) coupled linear ordinary differential equations with constant coefficients given by the rate matrix \( R = \{k_{ij}\} \). So we can rewrite (34) in vector form with \( \vec{p}(t) = (P_1(t) \ ... \ P_i(t) \ ... \ P_N(t))^T \) to obtain

\[
\frac{d}{dt} \vec{p}(t) = R \vec{p}(t),
\]

where the formal solution, given an initial population density \( \vec{p}(0) \) follows from integration of this expression

\[
\vec{p}(t) = \vec{p}(0) \cdot e^{t \cdot R}.
\]

Looking at the above solution, the first observation that can be made is that matrix \( R \) is in the exponent. But it is not immediately clear what the meaning of a matrix in the exponential function is. However, using the convergent Taylor series of the exponential function

\[
e^t = 1 + t + \frac{t^2}{2!} + \frac{t^3}{3!} + \ldots
\]

the matrix exponential can be formally defined as

\[
e^{t \cdot R} = I + tR + \frac{t^2R^2}{2!} + \ldots = \sum_{i=0}^{\infty} \frac{R^i}{i!}
\]

with identity matrix \( I = R^0 \) [191, 16]. Still, application of this power series to real data can be enormously expensive. Therefore, other numerical solutions have to be exploited in order to efficiently compute the matrix exponential [159, 160] for a system with \( N \) states and its constant \( N \times N \) rate matrix \( R \).

Matrix Decomposition Method One of the most efficient methods for large matrices and repeated evaluation of \( e^{tR} \) is based on decompositions of the rate matrix \( R \) [160]. In cases where \( R \) is symmetric a similarity transformation of the form

\[
R = ABA^{-1}
\]

is used to diagonalize the matrix, allowing for an efficient computation of the matrix exponential.
in conjunction with the power series definition of (44) leads to

\[ e^{tR} = I + ABA^{-1} + \frac{1}{2}ABA^{-1}ABA^{-1} + \frac{1}{6}ABA^{-1}ABA^{-1}ABA^{-1} + \ldots \]  
(46)

\[ = I + ABA^{-1} + \frac{1}{2}AB^2A^{-1} + \frac{1}{6}AB^3A^{-1} + \ldots \]

\[ = A(I + B + \frac{1}{2}B^2 + \frac{1}{6}B^3 + \ldots)A^{-1} \]

\[ = Ae^{tB}A^{-1}. \]

The idea behind this transformation is to find a matrix \( A \) which makes \( e^{tB} \) easy to compute. Although the transition rate matrix \( R \) itself is not symmetric, the reversibility of the Markov process, as required by the detailed balance condition, makes it symmetrizable. In particular, a symmetric matrix \( S = VΛV^{-1} \) exists, where \( V \) is the matrix of eigenvectors of \( S \), and \( Λ = \text{diag}(λ_1, \ldots, λ_N) \) is a matrix with the eigenvalues of \( S \) in the diagonal.\(^3\) Now, the naive approach is to take \( A = V \) and \( B = Λ \) which reduces the matrix exponential to the trivial case of exponentials of \( N \) scalars:

\[ e^{tS} = Ae^{tB}A^{-1} = Ve^{tΛ}V^{-1}, \text{ with} \]

\[ e^{tΛ} = \text{diag}(e^{λ_1t}, \ldots, e^{λ_Nt}) \]  
(47)

The remaining difficulty is to substitute all transformations back to successfully compute \( \vec{p}(t) \). However, a major problem with this approach is that any rounding errors that occur during the transformations as well as the actual computations can be magnified enormously. This is especially the case, if \( \text{cond}(V) \) is large, rendering \( V \) close to singular. Thus, \( V \) has to be carefully checked to assess whether the matrix decomposition method can be applied to a particular problem or not.

With the above method in hand, Markov processes of some 10,000 states can be handled efficiently on today’s computers, e.g. with the treekin program [252] which implements a master equation solver according to the matrix decomposition method presented before. But still, in the context of RNA folding kinetics where the number of structure states grows exponentially with sequence length, only very short sequences can be analyzed. In the following, two methods are presented which aim to solve this problem for longer sequences by (i) approximation through sampling, and (ii) reduction of the state space into macro states.

\(^3\) Note, that \( S \) is a symmetrized version of \( R \) and therefore, the eigenvalues and eigenvectors of \( S \) and \( R \) are the same.
6.3 **MARKOV CHAIN MONTE CARLO METHOD**

In almost all cases where stochastic simulation of the kinetics of a system is attempted, the system is very large in terms of distinct states. This is especially true for a system of RNA secondary structures which grows exponentially in the RNAs sequence length. Apart from the vast number of transition rates to compute, a direct solution of the master equation (34) for such large systems can not be obtained within reasonable time. Furthermore, depending on the method used to compute the matrix exponential, large transition rate matrices may introduce numerical instability. This might be the cause why physicists deal with this problem for several decades by approximating the global behavior of the system through averages over samples of individual states. This sampling process is called *Monte Carlo Scheme*. It produces a time-ordered path of states by performing a non-deterministic walk through the underlying landscape. Each consecutive state is randomly selected from the set of neighbors of a previous state according to individual acceptance probabilities. This scheme was introduced by Metropolis et al. in 1953 \[158\] and later extended by W.K. Hastings in 1970 to the general case \[99\]. Therefore, this method is also known as *Metropolis-Hastings algorithm*\(^4\) and can be described by the following simple rules:

1. Select an initial state \(s_i\)
2. Choose a neighboring state \(s_j\) (according to the probability distribution of all possible neighbors)
3. compute the transition rate \(k_{ij}\) to this neighbor (e.g. with Metropolis rule)
4. generate a random number \(r\) with \(0 < r < 1\)
5. if \(r < k_{ij}\), set \(s_i = s_j\)
6. proceed with 2.

The simulation ends after a certain simulation time \(t\) has passed, where the simulation time correlates with the number of transitions that take place. Note, that a self transition, i.e. several rounds where the system does not leave \(s_i\) due to successive rejections of several neighbors, is also considered a valid transition that increases simulation time. This probability is given as

\[
p(s_i \rightarrow s_i) = 1 - \sum_{j \neq i} p(s_i \rightarrow s_j)
\]  

(48)

\(^4\) In this algorithm, the probabilities to select a specific neighbor along the path only depends on the current state. Accordingly, the resulting set of paths are specific realizations of the underlying Markov chain, hence the name *Markov Chain Monte Carlo* (MCMC) method.
where \( p(s_i \rightarrow s_j) \) is the transition rate from \( s_i \) to \( s_j \). Finally, the state \( s_i \) obtained at the end of the simulation is used to update the statistical average global system properties. After multiple applications of the MCMC algorithm, the global population density is simply derived from the arithmetic average of the obtained samples.

It can be easily seen that due to a continuous rejection of moves the MCMC algorithm may be stuck in its main loop without updating its current state \( s_i \) for many iterations. This can severely slow down an actual implementation of the algorithm. More importantly, the Metropolis-Hastings algorithm as described above can only be applied to systems where the number of neighbors stays the same for all states, since the transition rate \( p(s_i \rightarrow s_j) \) is the product of the \textit{a priori} probability to attempt the move \( A(s_i \rightarrow s_j) = \frac{1}{N} \) and the probability to accept the move \( P(s_i \rightarrow s_j) \), where \( N \) is the number of neighbors. However, \( N \) is most likely not a constant for different secondary structures in the RNA secondary structure landscape, therefore detailed balance is not preserved \cite{65}. However, the Gillespie algorithm \cite{84} can be used to circumvent this problem, and, as a by-product, to speed up the simulation. It transforms the simulation into a \textit{rejectionless} Monte Carlo algorithm by scaling the probabilities accordingly

\[
\hat{p}(s_i \rightarrow s_j) = \frac{1}{\sum_j p(s_i \rightarrow s_j)} \cdot p(s_i \rightarrow s_j).
\]

In contrast to a direct solution of the master equation, the Monte Carlo approach is very economical in terms of memory consumption. There is no need to compute and store a transition matrix. The acceptance probabilities for a transition to any neighboring state may be computed on-the-fly.

First computational methods aiming to predict reliable secondary structures and/or (re-)folding paths by taking RNA folding kinetics into account date back almost as long as thermodynamic secondary structure predictions. In 1984, Nussinov and Pieczenik \cite{172} already proposed a crude algorithm for secondary structure prediction that takes the hierarchical nature of helix nucleation into account. By using a Monte Carlo simulation that at any step inserts helices according to their equilibrium probability, this simplistic method was refined and even allowed to incorporate pseudo-knot interactions and folding during transcription \cite{148,1,93}. However, these early approaches considered formation of helices only, ignoring their dissociation capabilities. Incorporation of the reversibility of helix formation was first achieved in 1995 by the genetic algorithm of Gultyaev et al. \cite{91,92}.

In 2000, two efficient algorithms implementing Monte Carlo simulations were made available by Flamm et al. \cite{66} and Isambert et al. \cite{114}. Flamm et al. considered a structure \( s_i \) to have a set of neighboring states \( s_j \in \mathcal{N}(s_i) \) and transition rates \( k_{ij} \) between them. The neighborhood relation was defined by a set of three moves: (1) opening a base pair, (2) closing a base pair, and (3) shifting a base pair through a helix stem. Transition rates \( k_{ij} \) were then determined by the free energy change \( \Delta G_{ij} \).
associated with the particular move that transforms $s_i$ into $s_j$, e.g. using the Metropolis rule. Isambert et al., on the other hand, coarse grained the structure space such that any state consists of a set of compatible helices. Whereas local zipping/unzipping within a helix is considered to happen extremely fast with rate $k_0 \simeq 10^8 \text{s}^{-1}$, transitions between the possible conformations of helices are assigned Arrhenius-like rates $k = k_0 \cdot \exp(-\Delta G/kT)$ with the thermal energy $kT$ to capture the crossing of the energy barrier $\Delta G$ separating them. In addition to the free energy of the stacking interactions they include the conformational entropy of the entire structure into the energy evaluation, hence determination of $\Delta G$, which in turn allowed them to include pseudo-knotted interactions as well.
### 6.4 Coarse Graining of the Landscape

For biologically interesting lengths of RNAs the analysis of their folding kinetics via a direct solution of the master equation for the complete secondary structure space is infeasible. Therefore, approaches that analyze kinetic effects in multi-molecule systems, i.e. ensembles of RNAs, were usually realized by simulating a larger set of single trajectories. However, this was about to change in 2004 when Wolfinger et al. presented their work on “Efficient computation of RNA folding dynamics” [252]. Based on an exhaustive enumeration of secondary structures [255] they partitioned the energy landscape into (i) local minima, (ii) their basins of attraction, so-called gradient basins, and (iii) the saddle points separating them. Using a flooding algorithm their program barriers computes the above partitioning that can conveniently be visualized by its corresponding barrier tree [66, 68]. While generating the coarse grained representation, barriers already computes the exact transition rates between the resulting macro states, i.e. the gradient basins. This enables to assess the folding behavior of RNAs between the gradient basins instead of every possible secondary structure. The relatively low number of macro states, again, opened computation of the kinetics by numerical integration of the master equation.

#### Micro and Macro States

In principle, any partitioning of the energy landscape is an abstraction of the underlying state space $\Omega$, i.e. the set of micro states $s_i \in \Omega$, into a smaller set of macro states $A = \{\alpha_1, \alpha_2, \ldots\}$, with $\Omega = \bigcup_j \alpha_j$. The thermodynamic properties of any such macro state $\alpha_j$ are then determined by the ‘atomic’ states $s_i \in \alpha_j$ it consists of. Hence, to each $\alpha_j$ the partition function

$$Q_{\alpha_j} = \sum_{s_i \in \alpha_j} e^{-\beta E(s_i)}$$  \hspace{1cm} (50)

and its corresponding free energy

$$G(\alpha_j) = -\beta^{-1} \ln Q_{\alpha_j}$$  \hspace{1cm} (51)

can be assigned. In thermal equilibrium, the probability $p(\alpha_j)$ of a macro state $\alpha_j$ then depends on the fraction of states it subsumes, and evaluates to

$$p(\alpha_j) = \frac{\sum_{s_i \in \alpha_j} e^{-\beta E(s_i)}}{\sum_{s_i \in \Omega} e^{-\beta E(s_i)}} = \frac{Q_{\alpha_j}}{Q}.$$  \hspace{1cm} (52)

However, for a reasonable partitioning that can be used for RNA folding kinetics simulation some specific assumptions have to hold. First, any macro state is assumed to be in thermal equilibrium itself. That is, the probability to observe a specific instance $s_i \in \alpha$ within a macro state $\alpha$ is only governed by its intrinsic equilibrium probability and independent of any time passed

$$\text{Prob}[s_i | \alpha] = \frac{e^{-\beta E(s_i)}}{Q_{\alpha}}.$$  \hspace{1cm} (53)
Second, it must be possible to compute effective transition rates between any two macro states.

**Computing transition rates between macro states** In cases where the partitioning of the energy landscape produces macro states that introduce a kind of neighborhood relation, the most simple model for transition rates between two neighboring macro states $\alpha_i$ and $\alpha_j$ may be the application of transition rate rules for micro states, e.g. the Metropolis rule. Accordingly, the rate from $\alpha_i$ to $\alpha_j$ only depends on their difference in free energy $\Delta G_{\alpha_i,\alpha_j} = G(\alpha_j) - G(\alpha_i)$:

$$k_{\alpha_i,\alpha_j} = \begin{cases} e^{-\beta \Delta G_{\alpha_i,\alpha_j}} & \text{if } G(\alpha_j) > G(\alpha_i), \\ 1 & \text{otherwise} \end{cases}$$ (54)

But this model certainly performs poorly, compared to folding kinetics on the full landscape, and can only serve as a crude approximation, since it omits too many microscopic properties captured within the macro states.

Another simple, yet straightforward approximation for the transition rate between two macro states $\alpha_i$ and $\alpha_j$ directly connected by a saddle point is the Arrhenius law

$$k = k_0 e^{-\beta E_a}$$ (55)

with activation energy $E_a$, and a scaling factor $k_0$. Here, $E_a$ can be approximated by the saddle point energy $E[\alpha_i, \alpha_j]$. However, in most cases two macro states may be connected not only by a single saddle point but through a multitude of possible paths. Therefore, this approximation inevitably neglects entropic terms arising from the degeneracy of paths.

A more thorough approximation can be made by taking into account the microscopic changes [252] during a transition. The macro state kinetics is determined by the corresponding master equation

$$\frac{dP_{\alpha_i}}{dt} = \sum_{\alpha_j \in A} k_{\alpha_i,\alpha_j} P_{\alpha_j}(t)$$ (56)

with $P_{\alpha_i}(t) = \sum_{s_x \in \alpha_i} P_x(t)$. Furthermore, the transition rate from $\alpha_i$ to $\alpha_j$ should reflect transitions between their micro states

$$k_{\alpha_i,\alpha_j} = \sum_{s_x \in \alpha_i} \sum_{s_y \in \alpha_j} k_{xy} \text{Prob}[s_x|\alpha_i]$$ for $\alpha_i \neq \alpha_j$$ (57)

where $\text{Prob}[s_x|\alpha_i]$ is the probability to observe $s_x$ given the system is within macro state $\alpha_i$, and $k_{xy}$ the micro-rate from $s_x$ to $s_y$. Substitution of $\text{Prob}[s_x|\alpha_i]$, see Equation (53), directly leads to

$$k_{\alpha_i,\alpha_j} = \frac{1}{Q_{\alpha_i}} \sum_{s_x \in \alpha_i} \sum_{s_y \in \alpha_j} k_{xy} e^{-\beta E(s_x)}.$$ (58)
Q_{\alpha_i} can be easily computed during the construction of \( \alpha_i \), rendering the computation of the micro-rates \( k_{xy} \) the only remaining problem. If \( s_x \) and \( s_y \) are direct neighbors, i.e. \( s_y \in N(s_x) \), one of the beforementioned transition rules, e.g. Metropolis rule, can be readily applied. For all other cases, more sophisticated methods need to be developed. The \textit{barriers} algorithm presented in the publication of Wolfinger et al. elegantly solves this issue by computing the micro-rates on-the-fly during the construction of the barrier tree [252].

**Limitations and Alternatives**  
Albeit the advantage of making RNA folding kinetics prediction feasible the drawbacks of the aforementioned methods are twofold. First, the Monte Carlo approaches follow the trajectory of only a single molecule through the vast space of possible conformations. Thus the simulation has to be repeated hundreds to thousands times to obtain an overall picture of possible structural transformations and its transient states. Depending on the length of the RNA and the ruggedness of the underlying energy landscape it is even possible to miss certain folding pathways despite repeating the simulation considerably often. Second, the ‘global’ approach, that treats the RNA folding kinetics problem as a Markov process, is feasible only for small state spaces and, additionally, relies on a pre-computed secondary structure free energy landscape. Even though partitioning methods exist that lump states of the landscape into so-called macro states, they still rely on exhaustive enumeration of all secondary structures. And this, in turn, is only possible for small RNAs with sequence lengths of at most up to some 100 nt, since the number of secondary structures grows exponentially with the sequence length.

As an alternative, simulations can be performed on a representative subset of the energy landscape. Tang et al. [217, 218] already proposed a method for ab-initio coarse graining of the energy landscape. The resulting graph-like representation consists of nodes representing sampled states of the free energy landscape while the weighted edges connecting them define the neighborhood relation. Edge weight calculations are then based on barrier height estimation, typically using the Morgan-Higgs heuristics. Although these methods are usually much faster and can deal with RNAs longer then 100 nt they still suffer from the problem of generating the right structure representatives, a problem that gets increasingly difficult for longer RNAs.

An novel method which ab-initio partitions the secondary structure landscape to solve the master equation of a macro state system will be presented in Part v, \textit{Unpublished work}, Chapter 12.1. Utilization of a classified \textit{DP} approach and stochastic backtracking within the resulting partitions circumvents the need for exhaustive enumeration of secondary structures. While the number of partitions grows only quadratic with the RNAs sequence length, the approach also allows to limit the number of macro states even further. By merging those states that are far away from regions of ‘interest’ in terms of base pair distance, the number of states can be kept relatively small, making this method applicable to considerably longer RNA sequences. Additionally,
the presented method allows the analysis of the folding behavior upon changing landscapes in terms of successive nucleotide addition, as required for co-transcriptional folding.
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Abstract

Background: Secondary structure forms an important intermediate level of description of nucleic acids that encapsulates the dominating part of the folding energy, is often well conserved in evolution, and is routinely used as a basis to explain experimental findings. Based on carefully measured thermodynamic parameters, exact dynamic programming algorithms can be used to compute ground states, base pairing probabilities, as well as thermodynamic properties.

Results: The ViennaRNA Package has been a widely used compilation of RNA secondary structure related computer programs for nearly two decades. Major changes in the structure of the standard energy model, the Turner 2004 parameters, the pervasive use of multi-core CPUs, and an increasing number of algorithmic variants prompted a major technical overhaul of both the underlying RNAlib and the interactive user programs. New features include an expanded repertoire of tools to assess RNA-RNA interactions and restricted ensembles of structures, additional output information such as centroid structures and maximum expected accuracy structures derived from base pairing probabilities, or z-scores for locally stable secondary structures, and support for input in fasta format. Updates were implemented without compromising the computational efficiency of the core algorithms and ensuring compatibility with earlier versions.

Conclusions: The ViennaRNA Package 2.0, supporting concurrent computations via OpenMP, can be downloaded from http://www.tbi.univie.ac.at/RNA.

Background

A typical single stranded-nucleic acid molecule has the propensity to form double helical structures causing the molecule to fold back onto itself. Simple rules of complementary base pairing govern this process, which results in a regular pattern of Watson-Crick and GU pairings (helices) and intervening stretches of less regularly ordered nucleotides (loops), collectively known as the molecule’s secondary structure. Secondary structure elements may be placed in close spatial proximity allowing additional non-covalent interactions. These are not as frequent and often are energetically less favorable compared to canonical base pairs, thus rendering the 3-dimensional tertiary structure of an RNA to be dominated by the underlying scaffold of the secondary structure. The canonical base pairing governs not only the thermodynamics but also the folding kinetics, which can be approximated as a hierarchical process in which secondary structure is formed before tertiary structure [1].

The dominance of base pairing and the confinement to a single interaction partner makes it possible to model RNA (and DNA) secondary structures at a purely combinatorial level, completely ignoring both atom-scale details and spatial embeddings. Formally, an RNA secondary structure is a (labeled) graph whose nodes represent nucleotides. The edge set contains edges between consecutive nodes (i, i + 1) representing the phosphate backbone as well as edges between base pairs. For the latter, the following conditions must hold:

1. base pair edges are formed only between nucleotides that form Watson-Crick or GU base pairs;
2. no two base pair edges emanate from the same vertex, i.e., a secondary structure is a matching;
3. base pair edges span at least three unpaired bases;
4. if the vertices are placed in 5’ to 3’ order on the circumference of a circle and edges are drawn as straight lines, no two edges cross.
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The last condition ensures that the graph is outerplanar and therefore excludes so-called pseudo-knots. Matching problems usually have cost functions determined by edge-weights. The earliest predictions of RNA secondary structures in the early 1970s indeed used such simple energy models [2]. Detailed melting experiments, however, soon showed that a different, more complex type of energy function is necessary to properly model the thermodynamics of nucleic acid structures. Instead of individual base pairs, the energy contributions are dominated by base-pair stacking and the destabilizing entropic effects of unpaired “loops”. Sequence-dependent energy parameters for these building blocks contribute to a very good approximation additively to the folding energy [3]. Over the last two decades, this additive standard energy model has been repeatedly refined and updated, see e.g. [4-9].

The RNA folding problem is solvable by means of dynamic programming. The simplest version, known as maximum circular matching problem, accounts for base-pairing energies only [10,11]. In the early 1980s Nussinov and Jacobson [12] and Michael Zuker with collaborators [13,14] demonstrated that the loop-based energy model is also amenable to the same algorithmic ideas. Their work made computational RNA structure prediction accurate and efficient enough for practical use, resulting in the first versions of mfold. A decade later, John McCaskill realized that the dynamic programming recursions can be adapted to compute the partition function of an equilibrium ensemble of RNA molecules [15], paving the way for efficient computational access to accurate thermodynamic modelling without exceeding an asymptotic time complexity of $O(n^3)$.

The secondary structure model of RNA perfectly fits together with modern genomics and transcriptomics since it works at the same level of abstraction, treating nucleotides as basic entities. With the increasing availability of RNA sequence data, and the realization that many of the functional RNAs have evolutionary well-conserved secondary structures, many research groups developed a plethora of specialized tools for various aspects of RNA bioinformatics. As an alternative to the direct measurement of thermodynamic parameters, for instance, machine learning approaches employing stochastic context free grammars (SCFG) were introduced e.g. in the infernal suite [16,17]. The algorithmic work horses of the SCFG approach, the Cocke-Younger-Kasami (CYK), the inside and the outside algorithms, are also dynamic programming schemes. They are, in fact, very close cousins of the minimum free energy and partition function folding algorithms. The contrafold tools in fact recently bridged the apparent gap between the thermodynamic and the machine learning approach to RNA bioinformatics proposing to learn a parameter set for a SCFG that structurally matches the standard energy model [18].

Several other tools implement dynamic programming based RNA secondary structures prediction: UNAfold [19] is the successor of the original mfold program and adds support for predicting RNA-RNA hybridization. RNAstructure [20] started as a reimplementation of mfold with a graphical user interface in Windows, but is now available for other platforms and has added several additional algorithms such as partition function folding and suboptimal structures. The NUPACK suite [21] focuses on folding of several interacting RNA strands and design problems. The group around Kiyoshi Asai developed several tools focusing the usage of centroid and maximum expected accuracy (MEA) estimators, see e.g. [22]. Ye Ding’s Sfold program [23] was the first to introduce stochastic structure sampling. The group around Robert Giegerich provides several RNA related tools, notably the RNAshapes [24] program.

The Vienna RNA Package [25] has its roots in a series of large-scale simulation studies aiming at an understanding of adaptive evolution on rugged fitness landscapes [26-28] and the statistical properties of the sequence-structure relationships of RNA [29-31] rather than the detailed analysis of individual RNA molecules of biological interest. The primary design goals for its implementation in the early 1990s, therefore, were two-fold. First and foremost, the basic folding algorithms were to be implemented so as to be as efficient as possible in their usage of both CPU and memory resources. The core algorithms are accessible as a C library, which later on was also equipped with Perl bindings to facilitate interoperability with this commonly used scripting language. Secondly, the interactive programs were to be used mostly in (shell-script) pipelines, hence they use a simple command-line interface and, where possible, they read from and write to a stream. This feature made it easy to construct a suite of web services [32] providing easy access to most functionalities of the Vienna RNA Package. With the rising tide of first genomics and then transcriptomics data, the need for both efficient implementation and easy incorporation into pipelines remained, even though the focus gradually shifted from large-scale simulation to large-scale data analysis. Little has changed in the core folding algorithms in the 17 years since the first publication [25] of the package. On the other hand, a variety of variants have been included such as consensus structure prediction from alignments or scanning versions capable of dealing with local structures in genome-scale data sets. The systematic overhaul of the Vienna RNA Package documented here was
largely triggered by the publication of improved parameterizations of the energy model, which affected nearly every component in the library, and by the progress in computer technology, which led to the widespread deployment of shared-memory multi-core processors. In order to exploit these hardware features a restructuring of the RNA library to make it thread-safe and hence fit for use in concurrent computations was required. Beyond these technical improvements, the Vienna RNA Package 2.0 features a number of additions to its algorithmic repertoire, an improved API to RNAlib, and an expanded toolkit of auxiliary programs.

Interactive tools
Since its first release, the ViennaRNA Package included interactive command-line tools which enable users to access the high performance implementations of the algorithms via a command-line interface. To ensure scalability of the use-cases all programs were developed with the objective of handling input- and output-streams, facilitating their integration into UNIX pipes. Thus pre- and post-processing of the input/output data can proceed without the need of intermediate input- or output-files. Most programs of the ViennaRNA Package furthermore are able to operate in batch mode, handling large sets of input data with a single call. By default, the programs of the ViennaRNA Package generate an output that is meant to be easily parsable while keeping it human-readable.

The core of the package provides several variants of the RNA folding recursion: energy minimization, partition function and base pairing probabilities, backtracing of suboptimal structures, alignment-based as well as scanning versions. The decision whether a certain functionality is implemented as a separate stand alone program or as an optional command-line switch is based on the compatibility of I/O formats and internal data structures. Table 1 presents the implemented model variants as well as the data formats for each program, whereas Figure 1 illustrates example program calls together with their corresponding output. In the following paragraphs, we provide a comprehensive summary of programs included in the ViennaRNA Package.

Folding
The main secondary structure prediction tool is RNAfold, which computes the minimum free energy (MFE) and backtracks an optimal secondary structure. Using the -p option, RNAfold also uses McCaskill’s algorithm [15] to compute the partition function, the matrix of base pairing probabilities, and the centroid structure. The RNAfold output is a string representation of the structure and the folding energy written to the standard output stream. With the -p option, it also creates a PostScript file containing the base pairing probability matrix. Circular RNA sequences are rare in nature and appear infrequently in practical applications. With the -circ option this case is handled as a post-processing for the forward recursion and a preprocessing of the backward recursions without compromising the performance of the folding algorithms for linear RNAs [33]. Constraints can be supplied to the folding algorithms enforcing that individual positions are paired, unpaired, or paired with specific partners.

The program RNAsubopt can be used to generate suboptimal structures. Using command-line options, it can switch between three different ways of generating them: by default, it generates the complete set of suboptimal structures within a certain energy band, the size of which can be chosen using the -e option [34]. With the -p option it uses stochastic backtracking [35] from the partition function to generate a Boltzmann-weighted random sample of structures, effectively providing the functionality of sfold [23]. Finally, the -z option generates suboptimal secondary structures according to Zuker’s algorithm [36]. The resulting set consists, for each basepair (i, j) that can be formed by the input structure, of the energetically most favorable structure that contains the (i, j)-pair. This option implements a feature that has been used frequently in applications of the mfold package.

RNAfold [37] is a “scanning” version of the folding programs that can be used to calculate local stable sub-structures of very long RNA molecules. Local in this context means that the sequence interval spanned by a base pair is limited by a user-defined upper bound (set by the -L option). Scanning versions of RNA folding programs conceptually perform computations for all sequence-windows of a fixed size. Algorithmically, they are faster than the naïve approach by re-using partial results for overlapping windows. RNAfold does not come with a partition function version because the global partition function with restricted base pair span is of limited interest in practical applications. Instead, a separate program, RNAplfold [38], computes the base pairing probability averaged over all sequence windows that contain the putative pair. This tool can also be used to compute the local accessibilities, i.e., the probabilities that sequence intervals are single-stranded in thermodynamic equilibrium (option -a).

RNA2Dfold [39] implements energy minimization, partition function computations, and stochastic backtracing for the two dimensional projection of the secondary structure space that is defined by the base pair distances from the two prescribed reference structures. The restricted ensembles of secondary structures are useful in particular for tracing refolding pathways and to compute lower bounds of energy barriers between
### Table 1 Main features of the interactive programs provided by the ViennaRNA Package 2.0

<table>
<thead>
<tr>
<th>Program</th>
<th>Energy model variants</th>
<th>Data formats</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>intramolecular bp</td>
<td>intermolecular bp</td>
</tr>
<tr>
<td></td>
<td>structure constraint</td>
<td>canonical structures</td>
</tr>
<tr>
<td></td>
<td>circular sequence</td>
<td>dangling ends and model</td>
</tr>
<tr>
<td></td>
<td>centroid structure</td>
<td>MEA structure</td>
</tr>
<tr>
<td></td>
<td>suboptimal structures</td>
<td>base pair probabilities/partition function</td>
</tr>
<tr>
<td></td>
<td>input format(s)</td>
<td>text output file(s)</td>
</tr>
<tr>
<td></td>
<td>PostScript plot(s)</td>
<td></td>
</tr>
</tbody>
</table>

#### Single sequence analysis (global variant)

<table>
<thead>
<tr>
<th>Program</th>
<th>Energy model variants</th>
<th>Data formats</th>
</tr>
</thead>
<tbody>
<tr>
<td>RNAfold</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>RNAsubopt</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>RNAcofold</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>RNAup</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>RNAduplex</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>RNA2Dfold*</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>RNAPplex*</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>RNAsnoop*</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>RNAlifold</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>RNAlifold</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>RNAliduplex</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>RNAalifold*</td>
<td>+</td>
<td>-</td>
</tr>
</tbody>
</table>

#### Single sequence analysis (local variant)

<table>
<thead>
<tr>
<th>Program</th>
<th>Energy model variants</th>
<th>Data formats</th>
</tr>
</thead>
<tbody>
<tr>
<td>RNAeval</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>RNAplot</td>
<td>NA</td>
<td>-</td>
</tr>
<tr>
<td>RNAsio</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>RNAsio</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>RNAdist*</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>RNAdistance</td>
<td>+</td>
<td>-</td>
</tr>
</tbody>
</table>

#### Comparative analysis (global variant)

<table>
<thead>
<tr>
<th>Program</th>
<th>Energy model variants</th>
<th>Data formats</th>
</tr>
</thead>
<tbody>
<tr>
<td>RNAalifold</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>RNAaliduplex</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>RNAalifold*</td>
<td>+</td>
<td>-</td>
</tr>
</tbody>
</table>

#### Comparative analysis (local variant)

<table>
<thead>
<tr>
<th>Program</th>
<th>Energy model variants</th>
<th>Data formats</th>
</tr>
</thead>
<tbody>
<tr>
<td>RNAeval</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>RNAplot</td>
<td>NA</td>
<td>-</td>
</tr>
<tr>
<td>RNAsio</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>RNAsio</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>RNAdist*</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>RNAdistance</td>
<td>+</td>
<td>-</td>
</tr>
</tbody>
</table>

#### Misc. analysis/Utilities

<table>
<thead>
<tr>
<th>Program</th>
<th>Energy model variants</th>
<th>Data formats</th>
</tr>
</thead>
<tbody>
<tr>
<td>RNAeval</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>RNAplot</td>
<td>NA</td>
<td>-</td>
</tr>
<tr>
<td>RNAsio</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>RNAsio</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>RNAdist*</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>RNAdistance</td>
<td>+</td>
<td>-</td>
</tr>
</tbody>
</table>

The characters + and - show presence and absence of a certain feature, while NA indicates that the feature is not applicable in a given context. Abbreviations of input file formats are (C)lustal-format, (F)asta-format, (S)tockholm-format, and (V)iennaRNA-format. Support for prediction of suboptimal structures may be implemented as (B)oltzmann weighted sampling, exhaustive (E)numeration of all structures in a given energy band, and (Z)uker-style suboptimal structures. Programs marked by an asterisk (*) were not included in a previous release of the ViennaRNA Package.
alternative conformations of an RNA molecule. Although RNAD2fold is based upon the usual dynamic programming recursion of energy-directed folding, the asymptotic time complexity is multiplied by a factor of $k^2 \cdot l^2$, where $k$ and $l$ are maximum base pair distances to the first and the second reference structure, resp. Hence, the overall time complexity for a sequence of length $n$ is $O(n^4)$. The memory requirements of $O(n^2)$ are also higher than for the regular secondary structure prediction scheme. However, since the implementation
uses a sparse matrix approach, the prefactor of time and memory complexity is very small, making the program applicable for RNA sequence lengths of up to about 400 - 600 nt.

**RNA-RNA interactions**

Several programs focus on various aspects of the hybridization structure of two RNA molecules, using different levels of detail. The programs RNAcofold [40] and RNACPlex [41] are two complementary programs with the highest level of detail available within the ViennaRNA Package. RNAcofold first computes local opening energies for both molecules and then computes interaction energies, looking for the best interaction site of two molecules. RNAcofold, on the other hand, concatenates two molecules and computes a common secondary structure using modified energies for the loop that contains the cut. RNAcofold thus can generate arbitrary many binding sites, but does not allow pseudoknotted configurations, while RNACPlex covers only a single interaction site, which however may form a complex pseudoknotted configuration. The partition function version of RNAcofold can be used to investigate the concentration dependency of dimerization, similar to [42]. On the other hand, RNACPlex is mostly geared towards investigations of the binding of regulatory RNA molecules with their target RNAs.

RNAPKplex is at present the only component of the Vienna RNA Package that explicitly predicts pseudoknotted RNA structures [43]. As an “intramolecular variant” of RNACPlex it computes accessibility and then identifies regions that can form stable base pairs.

Although optimized for speed, the full-fledged folding algorithms are not fast enough for genome-wide applications. RNADuplex, similar to Rehmmsmeier’s RNAhybrid [44], ignores intramolecular structures and all multi-branch loops in its search for thermodynamically favorable interaction regions. RNAplex [45] achieves a massive gain in speed by simplifying the energy model for interior loops to an affine gap cost model, effectively reducing the folding problem to a variant of local sequence alignment. The accuracy of this approach can be further improved by reading in accessibilities (as computed by RNAfold) and incorporating them into the scoring model [46].

The specialized programs RNAsnoop [47] for the prediction of target sites of H/ACA snoRNAs, and RNAlfold [48] for the evaluation of predicted local secondary structures, use SVMs to further classify the output of the RNA folding routines.

**Consensus structures and alignments**

A central issue for the comparative analysis of RNA sequences is the computation of a consensus structure. Starting from a sequence alignment, this can be achieved using the same algorithmic framework as folding a single sequence. More precisely, energy contributions can be added up in a columnwise manner to yield an effective energy model for the alignment as a whole [49]. The Vienna RNA Package provides alignment-based variants for several of the algorithms discussed above: RNAalifold [50] computes global consensus structures both in MFE and partition function mode, a scanning version of long sequence alignments is RNA-alifold. RNAaliduplex is designed to facilitate the search for conserved RNA-RNA interaction sites in large alignment data sets. The alidot program [51,52], finally, extracts local conserved structures given a sequence alignment and secondary structure predictions for each of the aligned sequences. By default, consensus structure prediction is dominated by the thermodynamic parameters and sequence covariation. Thus, phylogenetic support for conservation of secondary structure is included only as a small bonus energy term. A much more sophisticated substitution model for paired regions based on the RIBOSUM scoring scheme [53] can be invoked with the -R option.

The Vienna RNA Package does not contain its own optimized implementation for the simultaneous folding and alignment of two RNA sequences, i.e., of the Sankoff algorithm [54]. We refer to the well-established software tools FoldAlign [55], or DynAlign [56] for this task. A simplified version of the Sankoff algorithm underlies pmcomp [57,58], a facility to align pre-computed base-pairing probability matrices, although this tool is now included mostly for backward compatibility. An improved and much more efficient implementation is provided by the locarna package [59] developed in cooperation with Rolf Backofen and Sebastian Will and distributed separately.

With RNAPln and RNADist the package also provides tools to align and compare base pair probability patterns using modified string alignment algorithms. Tree editing distances and corresponding pairwise alignments can be computed with RNADist.

**Miscellaneous tools**

Concerning sequence design, we ship the program RNAinverse [25]. It generates a sequence that folds into the input structure by mutating a start sequence. More efficient versions of inverse folding algorithms have become available over the last decade, see e.g. INFO-RNA [60], RNA Designer [61] and the recent NUPACK design algorithms [62]. Nevertheless, RNAinverse remains useful for some applications as it is designed for search for solutions as close as possible to the starting sequence. RNAscrypt [63] takes a pair of secondary structures as input and finds a sequence that
has both input structures as near ground states. The possibility to design bistable RNAs may be useful e.g. for synthetic biology.

A closer look at the dynamics of RNA folding is available through kinfold [64], a rejectionless Monte Carlo simulation algorithm generating trajectories of subsequent secondary structures. Kinetic information can also be obtained from the exhaustive enumeration of suboptimal structures using RNAsubopt in conjunction with the barriers package [64,65]. The latter is not restricted to RNA landscapes and hence distributed separately from the Vienna RNA Package.

Auxiliary Programs
In addition to the prediction and analysis tools, the ViennaRNA Package provides utility programs and scripts that mainly assist in processing input- and output data. RNAeval computes the energy of a given structure formed by a given sequence and can in particular be used to re-compute energies for a given pair of sequence and structure with different energy models. The Perl script refold.pl generates single structure predictions using a previously computed consensus structure as constraint.

RNAplot can be used to generate a graphical representation of the an input sequence/structure pair [66]. Several Perl scripts can be used to further manipulate PostScript output produced by the various components of the Vienna RNA Package. Conventional structure drawings can be rotated with rotate_ss.pl. The relplot.pl script includes reliability annotation into secondary structure plots, colorrna.pl uses the conservation of alignments for coloring consensus structure plots, while coloraln.pl does the same with an alignment. Mountain plots can be produced with mountain.pl and cmount.pl from single and consensus structures, respectively.

Many tools in RNA bioinformatics use mfold’s "connectivity" (.ct) file format. The dot-bracket representation used consistently by the Vienna RNA Package can be converted into this format using b2ct and ct2b.pl, resp.

The ViennaRNA Webserver
The ViennaRNA Webserver [32] facilitates an easy to use form based web interface to most of the programs included in the ViennaRNA Package and additional tools. It combines the call of the appropriate command-line tools with post-processing steps to obtain a visualization of the output. The webtools echo the command-lines used to call components of the Vienna RNA Package; this feature can be used to get more familiar with the individual tools. The webserver also provides an interface to the barriers and treekin program allowing the analysis of folding landscapes and structural refolding kinetics. The backbone of the ViennaRNA Webserver has been upgraded so that all calculations with the webserver profit from the increased performance of the new ViennaRNA Package.

Modifying the energy parameters of the model
The energy model implemented in ViennaRNA Package 2.0 follows the structure of the Turner 2004 energy parameters as described in [9] with a few very minor deviations. Compared to previous parametrizations, the Turner 2004 model introduced additional look-up tables for certain free energies and for loop entropies in response to more precise measurements of certain loop types. For the sake of computational efficiency a few peculiar rules were deliberately ignored, however. Details on these discrepancies, which do not affect the overall accuracy of predictions (see below), are provided in the appendix.

All programs of the ViennaRNA Package can read in energy parameters from a human-readable text file allowing the user to replace the default Turner 2004 parameter set. This can either be a user-supplied parameter file or one of several parameter compilations that are shipped with the package. Of particular interest are parameters for DNA folding. Here we provide a parameter set compiled by Douglas Turner and David Matthews [67] from published data, incorporating in particular earlier work by the group of John SantaLucia [68]. While the Turner parameters are based almost exclusively on thermodynamic measurements, there has been increasing interest in optimizing parameters such as to maximize prediction accuracy, see e.g. [69]. As an example for such trained parameters we provide the Andronescu parameter set from ref. [70].

To maintain backward compatibility we also ship Turner 99 energy parameter files containing the basic contributions used in previous versions of the ViennaRNA Package. These parameter files, however, will not always produce results identical to earlier versions of the package. Affecting mainly the computation of consensus structures, these differences are mainly owed to a different handling of non-standard base pairs (i.e., base pairs other than Watson-Crick and GU). The current implementation assumes that the energy contribution of a loop with non-standard base pairs or non-standard nucleotides equals the least stabilizing contribution from the same loop type with canonical nucleotides and pairs only. Small differences may also appear in partition function computations as a consequence of round-off errors.

Since the structure of the energy model has changed in ViennaRNA Package 2.0, energy parameter files for
versions 1.8.5. and earlier will not work with the new version of the package. Such old-style user-supplied parameter files can be converted to the new file format using the RNAparconv utility.

**Additional output options**

More information gathered through the course of the folding algorithms can be included in the output. RNAlfold and RNAalifold, for instance, optionally provide further information about the reliability of folding results. When evaluating ensemble properties with the partition function, most programs now also compute the centroid structure [71], i.e., the structure with the smallest average base pair distance to all other structures in the ensemble. When base pair probabilities are computed, the maximum expected accuracy (MEA) structure [18,72] is also available. The RNAlfold/RNAfoldz program now features an add-on to calculate the z-score for the predicted local secondary structures [48]. This makes results comparable between sequences with different nucleotide compositions and facilitates the choice of a reasonable cutoff thresholds to decrease the number of structure hits.

**Program options and documentation**

Each of the command-line tools provides the option `-h` or `-help` to print a brief overview of its general behavior as well as a list of all available parameter options including their description. To obtain more detailed information or even exemplary use-case scenarios for a certain program of the ViennaRNA Package, a UNIX manpage is provided for each of them.

An important change in the new release is the compliance to the GNU standard regarding the format of command-line options. Short options consist of a single character preceded by a minus sign, e.g. `-p`, while long options are strings of two or more characters preceded by two minus signs, e.g. `-noLP`. This change will break backward compatibility wherever command-line tools from older versions of the package were used. This can be easily fixed by inserting the second dash in long options.

**Input file formats**

A plethora of different file formats have been introduced by the many tools and databases relevant to RNA bioinformatics. The ViennaRNA Package has also contributed to this unpleasant diversity with its own native formats. Originally designed for simulation pipelines in which no meta-data is attached to sequence or structure data, it expects input items (sequences and/or structures) as single strings uninterrupted by white spaces or line breaks. FASTA-like headers can optionally be used to specify an identifier for the data item(s). Secondary structures are also specified as strings, using the three characters ( ), and, to denote nucleotides that are paired with a partner upstream or downstream, or that are unpaired, resp. In addition to uniquely determining a pseudoknot-free secondary structure, this notation has the advantage of providing a compact annotation of the sequence or alignment to which the structure refers. The dot-parentheses-format is meanwhile used also in many unrelated tools e.g. [18,21,61,73-79]. Similar annotation strings are used to specify constraints as input to folding algorithms.

The requirement to write input items on a single line usually requires data format conversions for the interactions with most other bioinformatics tools. These usually read and write FASTA format [80], which allows white spaces and line breaks arbitrarily interspersed within a sequence. An improved handling of data input now provides full FASTA support for all tools that require only sequences or sequence alignments as input. This should considerably facilitate the use of the ViennaRNA Package. More complex input structures are still required for the tools that compute RNA-RNA interactions, in particular RNAup and RNACofold.

Programs that process alignment data used clustal format [81] in previous versions of the package. Due to the wide-spread use of the STOCKHOLM format in RNA bioinformatics, e.g. in the Rfam - RNA family database [82]), support for *.stk files has been added.

There are currently no plans to include support for input formats that use heavy markup such as Genbank [83] files or XML-based formats such as BioXSD [84] or RNAML [85].

**RNAlib**

**API to fast and reliable algorithms**

The algorithms implemented in the ViennaRNA Package are not only accessible by means of the interactive programs outlined in the previous section but also directly in the form of a C/C++ library. This makes them readily available for third-party programs and, with the help of included Perl-interface, to elaborate scripting pipelines.

**OpenMP thread-safe C/C++ API**

Multi-core CPUs have become standard components in off-the-shelf PC hardware. In order to allow the ViennaRNA Package to make use of this increase of computational power, several changes had to be introduced into the API functions of the RNAlib. Although it is possible to parallelize the core folding algorithms [86,87] this requires substantial overheads so that the gain is small unless massively parallel architectures are used. On the other hand, computationally demanding applications of RNA folding typically require the
processing of large numbers of input sequences, a task
that trivially can be parallelized. The only requirement
for enabling concurrent computation on shared memory
multi-core systems using OpenMP [88] is that the core
algorithms are independent of shared global variables
and thus thread-safe. In particular the variables referring
to the energy parameters are now deprecated and
replaced by additional functions or parameters which
have to be passed to functions. A few remaining global
variables, which are inaccessible through RNAlib, were
made thread-private using OpenMP, allowing simulta-
neous function calls to operate on private copies of
these variables. Using the OpenMP framework, third
party applications are therefore now able to call RNA-
lib interfaces, such as MFE or partition function algo-
rithms, in parallel. Limitations concerning the use of
different energy models used in concurrent computa-
tions are described in detail in the API reference man-
ual. For backward compatibility, the old functions of
the previous API remain included in RNAlib but are
marked as deprecated. Thus, programs which were
developed for binding against the previous versions of
RNAlib up to 1.8.5 are still working without limitations
when linked against the new library.

The reference manual
Documentation is an important issue for the usability of
the ViennaRNA Package API. In previous versions of the Vienn-
arna Package, this was addressed by maintaining, in
addition to the source code, a texinfo-based reference
manual containing introductions into the particular pro-
blem sets and describing the related library functions.
In order to keep this documentation up to date and to
decrease the developers’ effort in maintaining the man-
ual, we opted to use in-source documentation that (a)
helps developers who interact with the source code
directly and (b) enable to use the doxygen documenta-
tion program to generate a comprehensive and always
up-to-date reference manual automatically. An HTML
and a PDF version are included in the package.

PERL bindings
Scripting language bindings to the C functions in the
RNAlib are made using the SWIG interface compiler.
With the ViennaRNA Package, we include bindings
for the most important library functions made accessible
for the script language Perl. This allows a very easy
access to e.g. the folding functions and thus a rapid
design of functional pipelines or small programs that
exploit the potential of the ViennaRNA Package.
Using the SWIG environment bindings for other (script-
ing) languages including Python and JAVA can be
implemented quite easily.

Performance
We assess the performance of the ViennaRNA Pack-
age 2.0 both in terms of computational efficiency and
in terms of prediction accuracy. We emphasize that it is
not the purpose of this contribution to compare ther-
modynamics-based prediction algorithms against other
approaches to RNA structure prediction. For such a
benchmark we refer to the literature, e.g. [18,89,90].

In order to investigate the impact of the energy para-
eters, and in particular of our small changes to the
Turner 2004 model, we use a test set comprising all 1817
non-multimer sequence/structure pairs in the RNAstran-
d database [73] without pseudoknots in the reference
structure. For each sequence, the MFE secondary structure
was calculated with RNAfold 2.0, RNAfold 1.8.5, UNAFold
3.8 [19], and RNAstructure 5.2 [20]. All use a nearest
neighbor energy model and a variant of Zuker’s dynamic
programming algorithm. As expected, the new version of
RNAfold performs better than the old one. Somewhat sur-
prisingly, however, RNAfold 2.0 also performs slightly
better than RNAstructure 5.2 and UNAFold 3.8, des-
pite the fact that we neglected a few peculiarities of the
most recent energy model, see Figure 2, Additional File 1
and the implementation details in the appendix. The aver-
age performance indicators are compiled in Table 2. We
emphasize, however, that the performance of the algo-
rithms differs widely across RNA families and no single
implementation provides consistently superior results.
Detailed data can be found in Additional File 2.

Despite the increase in the number of parameters from
Turner ’99 to Turner 2004 we observe virtually no dif-
ference in the runtime and memory consumption
between RNAfold 1.8.5 and RNAfold 2.0. Similar
comparisons can be made for other components of the
ViennaRNA Package. The computational speed of
RNAfold compares quite favorably to that of the com-
peting implementations, Figure 2B, although all the
implementations of thermodynamic folding algorithms
use essentially the same energy model and algorithmic
framework, and hence have the same asymptotic run-
time and memory consumption.

Discussion
The ViennaRNA Package has been a useful tool for the
RNA bioinformatics community for almost two decades.
Quite a few widely-used software tools and data analysis
pipelines have been built upon this foundation, either
incorporating calls to the interactive programs or directly
interfacing to RNAlib. Numeric characteristics of sec-
ondary structures, such as Gibbs free energy ΔG, Minimum
free energy (MFE), ensemble diversity or probabilities of
MFE structures in the ensemble, have been widely used as
features for machine learning classification, e.g. in
microRNA precursor and target detection [91-94]. The non-coding RNA gene finder RNAz [95,96], the snoRNA detector snoReport [97], and RNAstrand [98], a tool that predicts the reading direction of structured RNAs from a multiple sequence alignment, combine thermodynamic properties computed with RNAlib functions and a machine learning component.

RNAsoup [99] takes advantage of the programs RNAfold, RNAalifold and some other tools provided by the ViennaRNA Package for a structural clustering of ncRNAs. The siRNA design program RNAxs [100] employs the site accessibility predictions offered by RNAplfold, as does IntaRNA [60], a program to predict RNA interaction sites. Several secondary structure prediction tools, such as CentroidFold [22], McCaskill-MEA [101], or RNAsalsa [102], use base pair probabilities predicted by RNAfold -p as input, while the LocARN package [59] uses them for structural alignment. The motif-based comparison and alignment tool ExpaRNA [103] and the tree alignment program RNAforester [75] also rely on the algorithms provided by RNAlib. Since its initial publication [25], no comprehensive description [104] of the ViennaRNA Package has appeared. Release 2.0 now implements the latest energy model, provides many new and improved functionalities, and - as we hope - is even easier and more efficient to use due to a thread-safe architecture, an improved API, a more consistent set of options, and a much more detailed documentation. Care has been taken to ensure backward compatibility so that ViennaRNA Package 2.0 can be readily substituted for earlier versions.

### Table 2 Averaged performance measures for thermodynamic folding algorithms

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>MCC</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>RNAfold 2.0</td>
<td>0.739</td>
<td>0.792</td>
<td>0.763</td>
<td>0.761</td>
</tr>
<tr>
<td>RNAfold 1.8.5</td>
<td>0.711</td>
<td>0.773</td>
<td>0.740</td>
<td>0.737</td>
</tr>
<tr>
<td>RNAalifold</td>
<td>0.692</td>
<td>0.756</td>
<td>0.727</td>
<td>0.724</td>
</tr>
<tr>
<td>UNAFold</td>
<td>0.715</td>
<td>0.781</td>
<td>0.745</td>
<td>0.742</td>
</tr>
<tr>
<td>RNAstructure</td>
<td>0.715</td>
<td>0.781</td>
<td>0.745</td>
<td>0.742</td>
</tr>
</tbody>
</table>

The source code of the ViennaRNA Package as well as the current reference manual can be downloaded from http://www.tbi.univie.ac.at/RNA.

### Appendix

#### Energy model implementation details

The most important technical innovation is the use of the **2004 - improved nearest neighbor model** by Mathews et al. [9] as the default parameter set in all
free energy calculations. This entails not only an update of all free energy evaluating sections in each affected program, but also major changes in the structure of the parameter sets. In particular, several additional energy parameters for the different loop types (hairpin loops, interior loops and multi-branch loops) were introduced.

In order to keep the number of energy parameters and thus the complexity of the energy model small, we refrained from implementing exceptional contributions for some highly specialized configurations. In particular the following special cases are not incorporated in our folding recursions:

1. **All-C loop penalty**, i.e., a penalizing contribution for loops consisting of unpaired cytosine only;
2. Additional stabilizing **GLI-closure term** that is applied only in the context of hairpin loops, enclosed by a GLI (not UG) base pair which is preceded by two GS;
3. A special intramolecular helix formation of the four consecutive base pairs GC, GLI, UG and CG, which has a single tabulated contribution of -4.12 kcal/mol.
4. Consideration of an auxiliary contributing factor that reflects the number of states of a bulge loop, i.e. the number of all possible bulges with identical sequence.
5. **Average asymmetry correcting penalty in multi-branch loops** which constitutes the mean difference in unpaired nucleotides on both sides of the branching stems;
6. Extra penalty for **three-way branching loops with less then two unpaired nucleotides**;

Adapting the dynamic programming recursions to also take into account these loop configurations resulted in an increase of time and memory requirements without a compensating benefit in terms of prediction accuracy. The data-set we used for measuring the prediction performance also did not reveal any significant unfavorable effect of our simplification of the model. However, free energy evaluation of a given sequence/structure pair, as done by RNAeval, may introduce these extra cases in the near future as an additional parameter, such as logarithmic multi-branch loop evaluation.

All our folding algorithms assume -d2 as the default dangling-end model, allowing a single nucleotide to contribute with all its possible favorable interactions. The dangling-end/helix-stacking model suggested by the Turner’04 parameters is realized with the -d3 option. An additional model allowing a single nucleotide to be involved in at most one favorable interaction but ignoring helix-stacking can be chosen with -d1, while -d0 deactivates dangling-end and helix-stacking contributions altogether.

**Performance**

The base pair positions along the RNA sequence were taken as predicted properties for all of the performance measurements. Thus, all base pairs in the reference structure contribute to the number of **true positives** (TP). The number of **false positives** (FP) is obtained by counting all base pairs that are in the predicted but not in the reference secondary structure. Along with that, all base pairs present in the reference but not in the prediction result are regarded as **false negatives** (FN). These numbers are then used to compute the sensitivity, also known as **true positive rate** (TPR), and precision, also known as **positive predictive value** (PPV) [105].

\[
\text{TPR} = \frac{TP}{TP + FN}, \quad \text{PPV} = \frac{TP}{TP + FP}
\]

To combine these performance measures into one single value, we used the Matthews Correlation Coefficient (MCC) [106] and the F1-score (F-measure), i.e. the harmonic mean of precision and true positive rate.

\[
\text{MCC} = \frac{TP \cdot TN - FP \cdot FN}{\sqrt{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}}
\]

\[
F_1 = 2 \cdot \frac{\text{PPV} \cdot \text{TPR}}{\text{PPV} + \text{TPR}}
\]

Since the total number of possible base pairings is bound by \( \frac{1}{2} \cdot n \cdot (n - 1) \), with sequence length \( n \), we estimated the number of **true negative** (TN) which is required for calculating the MCC by its upper bound of

\[
TN = \frac{1}{2} \cdot n \cdot (n - 1) - TP.
\]

**Detailed description of Figure 1**

Example calls of programs included in the ViennaRNA Package and their corresponding output. (A) RNAfold output on a small example sequence. Top: On-screen output - mfe, ensemble representation, and centroid structure as dot-parenthesis (Vienna) representations. Numbers in brackets denote the energies, and the centroid’s mean distance to the ensemble. Below: postscript output as generated by the above programm call. The mountain plot and the generating program call are in the center of the sub figure. The bottom shows positional entropy derived reliability information color coded into the secondary structure drawing.

(B) Example output of programs for local folding. Top: Dot plot as generated by RNAplfold. The plot is a cut out along the diagonal of a quadratic dot plot (see e.g. part (D) of this figure). At the bottom, an example output of RNALfold is shown. Local optimal
substructures are shown in dot-parenthesis notation together with their energy and the index of their first base.

(C) Example output of RNAup. At the bottom the best interacting site between the two input molecules is shown. The xmgrace generated picture above shows the energy necessary to open a window of 4 consecutive bases and the interaction energy that can be achieved when the probe molecule is bound to the target molecule in black and red, respectively.

(D) RNAalifold output. At the top and bottom pictures generated by RNAalifold are shown. The conservation of the base pairs is encoded in a color scheme. Red means only one of the 6 possible base pairs is present, ochre means two, green 3 and so on. Paler colors indicate that some of the sequences cannot form a base pair at the respective position in the alignment. The top right corner shows a dot plot. Every dot symbolizes a base pair, the size of the dots at the upper right triangle is proportional to the respective base pair probabilities, while on the lower left triangle the mfe structure is depicted. On the top right the conservation annotated consensus structure drawing can be seen, while on the bottom the annotated alignment is shown. The center of the subfigure shows the on-screen output of RNAalifold. As in the ordinary fold, the minimum free energy structure, a representation of the ensemble structure and the centroid structure are shown. The energies are split into a thermodynamic part (first) and the conservation part, which are summed to give the total predicted score.

(E) RNAcofold output. At the top the secondary structure drawing of the minimum free energy folding of the two molecules is shown. The molecules are color coded to make it easier to tell them apart. The "&" character in the on-screen output below is the separator between the two sequences. In addition to the mfe and the ensemble representation with their energies, the binding energy is shown.

(F) Output for kinetics (using RNAsubopt output fed into the external programs barriers and treekin). The diagram shows the change in population from the start, where state 20 is populated, towards the equilibrium state 1. The inner picture shows the barrier tree upon which the relative concentrations of the diagram are based. The 20 lowest suboptimal structures and the paths connecting them are depicted, together with the barrier heights.

(G) Output of the three versions of RNAsubopt. Left: Output of the Wuchty algorithm, all structures within a certain energy band are shown. Right: Zuker algorithm, showing the best structures for every possible base pair. Bottom: Stochastic backtracking, random structures drawn according to their probability in the ensemble.

Additional material

Additional file 1: Performance comparison (Sensitivity, PPV, F-measure)

Additional file 2: Detailed performance comparison
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ABSTRACT

Motivation: While there are numerous programs that can predict RNA or DNA secondary structures, a program that predicts RNA/DNA hetero-dimers is still missing. The lack of easy to use tools for predicting their structure may be in part responsible for the small number of reports of biologically relevant RNA/DNA hetero-dimers.

Results: We present here an extension to the widely used ViennaRNA Package (Lorenz et al., 2011) for the prediction of the structure of RNA/DNA hetero-dimers.
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1 INTRODUCTION

Nucleic acids have many important functions in biological systems, such as information carriers, catalysts and regulators. Both variants, DNA and RNA, can form complex structures by base pair interactions. The pattern of Watson–Crick or wobble base pairs a molecule forms is called the secondary structure. A main combination, it will also form intramolecular base pairs. There are stranded (e.g. during replication, transcription, repair or recombination), it will also form intramolecular base pairs. There are several examples where RNA and DNA interact via base pairing, generating a structure called R-loop. They protect CpG (CG dinucleotide regions in the genome) islands from being methylated (Ginno et al., 2012). The stability of DNA/mRNA hybrids is reported to have an influence on the copy number of repeats (McIvor et al., 2010) and can impair transcription elongation, promoting transcription-associated recombination (Huertas and Aguilera, 2003). Moreover, during the intensive search for new functional transcripts, rendered possible by next-generation sequencing technology, at least 1000 novel lincRNAs were identified that may act as regulators of transcription, and one possibility to do this is via base pairing between RNA and DNA (see Guttman and Rinn, 2012 for a recent review).

2 APPROACH

2.1 Adaptation of the ViennaRNA package

For the prediction of RNA/DNA hetero-dimers, three distinct energy parameter sets (RNA, DNA and mixed) are necessary. In order to keep the changes within the inner recursions of the algorithm minimal, we use 8 instead of 4 bases and 24 instead of 6 types of Watson–Crick or wobble base pairs for the energy computations. The look-up tables for the energy parameters grow accordingly. However, this does not significantly contribute to memory consumption. Finally, we demand a fixed order for the input sequences: RNA first, DNA last.

2.2 Energy parameters

Since we are only considering RNA/DNA hetero-dimers, not co-polymers, we only need a subset of the energy parameters necessary for the full computations in the RNA or DNA case: we do not encounter stacking of a RNA on a DNA base, for example. In contrast, stacking parameters of RNA/DNA base pairs, multi-loop penalties and the interior loop parameters are needed. For stacked pairs, i.e. perfect helices, the parameters have been determined experimentally (Martin and Tinoco, 1980; Sugimoto et al., 1995). Stacking parameters are the most important part of the energy model, as they account for the majority of RNA/DNA binding free energy. Unfortunately, for other mixed RNA–DNA loops no experimental data are available.

As no high-quality dataset of RNA/DNA structures exists, parameters cannot be trained, and the performance of different parameter sets cannot be evaluated. The data we have are not sufficient to chose a function for the derivation of the energy...
parameters (Supplementary Fig. S1), so we simply use the average of RNA and DNA \[ ER_D = \frac{ER + ED}{2} \]
for all interactions between ANRIL and a putative target region at human chr 1, 36,269,747 to 36,272,043 (hg19). 

Another example for the usefulness of the mixed parameters is the strand dependency of R-loop formation (Reddy et al., 2011). A r(GAA)$_n$ trinucleotide repeat can form R-loops while its reverse complement r(UUC)$_n$ cannot. The non-symmetric mixed parameters can explain that: addition of another trinucleotide will give –4.1 kcal/mol for r(GAA)$_n$, but only –2.6 kcal/mol for r(UUC)$_n$. In contrast to RNA or DNA parameters, the mixed parameters can also explain the changes in R-loop formation of other trinucleotides investigated (see Supplementary Fig. S2).
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Fig. 1. Using hybrid instead of RNA parameters leads to very different structure prediction as summarized in a boxplot of the tree edit distances (A) for all interactions between ANRIL and a putative target region at human chr 1, 36,269,747 to 36,272,043 (hg19). (B–D) Predicted secondary structures for one example binding site (light: ANRIL), (B) DNA parameters, (C) RNA parameters and (D) mixed parameters.
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Abstract: The analysis of RNA folding landscapes yields insights into the kinetic folding behavior not available from classical structure prediction methods. This is especially important for multi-stable RNAs whose function is related to structural changes, as in the case of riboswitches. However, exact methods such as barrier tree analysis scale exponentially with sequence length. Here we present an algorithm that computes a projection of the energy landscape into two dimensions, namely the distances to two reference structures. This yields an abstraction of the high-dimensional energy landscape that can be conveniently visualized, and can serve as the basis for estimating energy barriers and refolding pathways. With an asymptotic time complexity of $O(n^7)$ the algorithm is computationally demanding. However, by exploiting the sparsity of the dynamic programming matrices and parallelization for multi-core processors, our implementation is practical for sequences of up to 400 nt, which includes most RNAs of biological interest.

1 Introduction

Structure formation of RNA molecules is crucial for the function of non-coding RNAs (ncRNAs) as well as for coding mRNAs with regulatory elements like riboswitches and attenuators. Some RNAs possess distinct meta-stable structures with different biological activity. A prime example are riboswitches that regulate gene expression depending on the presence or absence of a small ligand molecule. The pathogenicity of viral agents like viroids is achieved by distinct meta stable structures of their 'genome'. While efficient RNA folding algorithms such as mfold [Zuk89] or the Vienna RNA package [HFS+94] can be used to compute most equilibrium properties of an RNA molecule, they provide little information on folding dynamics. In this case one has to resort to either stochastic simulation of the folding process [FHMS+01, IS00, GFW+08] or analysis of the energy landscape based on enumeration or sampling. In particular the barriers program [FHSW02] is used to find all local minima in the energy landscape and their connecting transition states and energy barriers. The algorithm is based on a complete enumeration of all low-energy conformations [WFHS99] in the landscape and therefore scales exponentially with sequence length. In contrast, the paRNAss tool [GHR99] relies on sampling structures and clustering in order to detect multi-stable RNAs but gives no information on energy barriers.

The dynamic programming (DP) approach to RNA folding can also be extended to obtain
more information on the energy landscape: Cupa et al. [CHS96] proposed an algorithm that computes the density of states, i.e., the number of structures that fall into a particular energy bin, by extending the usual DP table into a third dimension corresponding to the energy bins. The RNAbor algorithm [FMC07], uses the base pair distance to a reference structure as the additional dimension and computes the optimal secondary structure as well as partition function for each distance class (δ-neighborhood).

Both approaches can be viewed as a one-dimensional projection of the high dimensional energy landscape, which however results into a drastic loss of information. Here, we describe a related method that employs the distances to two reference structures in order to compute a 2D projection which retains enough information to predict qualitative folding behavior and is easy to visualize. In particular, we define a $\kappa, \lambda$-neighborhood to be all secondary structures $s$ with $d_{BP}(s_1, s) = \kappa$ and $d_{BP}(s_2, s) = \lambda$, where $d_{BP}(s_a, s_b)$ is the base pair distance of $s_a$ and $s_b$, and proceed to compute minimum free energy (MFE) structure, as well as partition function and Boltzmann weighted structure samples for each $\kappa, \lambda$-neighborhood.

2 Methods

2.1 Minimum free energy algorithm

In the following we will write $(i, j)$ to denote a base pair between the $i$th and $j$th nucleotide. A secondary structure $s$ is regarded as a set of base pairs, the base pair distance between two structures is defined as $d_{BP}(s_1, s_2) = |s_1 \cup s_2| - |s_1 \cap s_2|$ and equals the number of base pairs present in either but not both structures. We will write $s[i, j] = \{(p, q) \in s : i \leq p < q \leq j\}$, to identify the substructure on the sequence interval $[i, j]$. $E(s)$ denotes the free energy of structure $s$.

For reference, we reproduce below the classic recurrences for MFE folding, which we will extend to the $\kappa, \lambda$-neighborhood in the following section. Note that the recursions employ an unambiguous decomposition of secondary structures as implemented in the Vienna RNA package [HFS+94].

$$
F_{i,j} = \min \left\{ F_{i,j-1}, \min_{i<k\leq j} F_{ik} + C_{k+1,j} \right\}
$$

$$
C_{i,j} = \min \left\{ \mathcal{H}(i, j), \min_{i<k<l<j} C_{kl} + \mathcal{T}(i, j; k, l), \min_{i<u<j} M_{i+1,u} + \hat{M}_{u+1,j-1} + a \right\}
$$

$$
M_{i,j} = \min \left\{ \min_{i<u<j} (u-i-1)c + C_{u+1,j} + b, \min_{i<u<j} M_{i,u} + C_{u+1,j} + b, M_{i,j-1} + c \right\}
$$

$$
\hat{M}_{i,j} = \min \left\{ \hat{M}_{i,j-1} + c, C_{ij} + b \right\}
$$

(1)

The upper triangular matrices $F_{i,j}$, $C_{i,j}$, $M_{i,j}$ and $\hat{M}_{i,j}$ contain the optimal folding energy on the sequence interval $[i, j]$, optimal energy given that $(i, j)$ form a pair, given that $i$ and $j$
reside in a multi-loop, and for multi-loop components with exactly one stem in the interval 
\([i, j]\), respectively. \(H(i, j)\) denotes the energy of a hairpin-loop closed by \((i, j)\), \(I(i, j, p, q)\) the energy of an interior-loop closed by \((i, j)\) and \((p, q)\). The parameters \(a\), \(b\), and \(c\) contain 
the penalties for closing a multi-loop, for adding a multi-loop component, and enlarging a 
multi-loop by one unpaired base. We use the energy parameters as tabulated by the Turner 
group [MSZT99]. After filling the matrices the MFE structure is found by backtracking in 
the usual manner.

### 2.2 Minimum free energy \(\kappa, \lambda\)-neighbors

For a given RNA sequence \(S\) and two fixed reference structures \(s_1\) and \(s_2\), the MFE version 
of the \(\kappa, \lambda\) - neighborhood algorithm computes energetically optimal structures 
\(s_{\text{opt}}^{\kappa, \lambda}\) ∈ \(S^{\kappa, \lambda}\) where \(S^{\kappa, \lambda} = \{s \mid d_{BP}(s_1, s) = \kappa \land d_{BP}(s, s_2) = \lambda\}\) is the \(\kappa, \lambda\) - neighborhood of 
reference structure \(s_1\) and \(s_2\). We extend the recursions (1) such that for each entry of the 
energy matrices \(F, C, M\) and \(\tilde{M}\) the optimal energy contribution of substructures \(s[i, j]\) 
with \(d_{BP}(s_1[i, j], s[i, j]) = \kappa\) and \(d_{BP}(s_2[i, j], s[i, j]) = \lambda\) are computed. This leads to 
two additional dimensions in the energy matrices denoted by \(F^{\kappa, \lambda}, C^{\kappa, \lambda}, M^{\kappa, \lambda}\) and \(\tilde{M}^{\kappa, \lambda}\). 
Since closing base pairs may lead to an increase of the base pair distance to both reference 
structures \(s_1\) and \(s_2\), additional decomposition constraints have to be introduced in the 
recurrences.

A hairpin loop closed by \((i, j)\), for example, contributes to \(C_{i,j}^{\kappa, \lambda}\) only if the substructure 
\(s[i, j]\) consisting of the single pair \(\{(i, j)\}\) only has distances \(\kappa\) and \(\lambda\) to the two substructures 
\(s_1[i, j]\) and \(s_2[i, j]\), respectively. Thus, we introduce the shorthand 
\(\mathcal{S}(i, j, \kappa, \lambda) = \begin{cases} 
\mathcal{H}(i, j) & \text{if } d_{BP}(s_1[i, j], \{(i, j)\}) = \kappa, d_{BP}(s_2[i, j], \{(i, j)\}) = \lambda \\
\infty & \text{else} 
\end{cases} \) 

For non-hairpin loops, we introduce five terms \(\delta^x_1 - \delta^x_5\), where the superscript \(x\) is either 1 
or 2, denoting the reference structure.

\[
\delta^1_1(i, j) = d_{BP}(s_x[i, j], s_x[i, j - 1]) \\
\delta^2_1(i, j, u) = d_{BP}(s_x[i, j], s_x[i, u - 1] \cup s_x[u, j]) \\
\delta^5(i, j, p, q) = d_{BP}(s_x[i, j], \{(i, j)\} \cup s_x[p, q]) \\
\delta^2_3(i, j, u) = d_{BP}(s_x[i, j], \{(i, j)\} \cup s_x[i + 1, u] \cup s_x[u + 1, j - 1]) \\
\delta^5_3(i, j, u) = d_{BP}(s_x[i, j], s_x[u, j]) 
\]

Each of the \(\delta\) in eqs. (3-7) covers a distinct case in the energy minimization recursions, 
and denotes the minimal distance to the reference structure incurred when decomposing a 
substructure into two parts (since base pairs in the reference structure crossing the decom-
position splitting positions \(j, u, p\) and \(q\) must be opened). For example \(\delta^1_1(i, j)\) equals 1, 
if \(j\) is paired in the structure interval \(s_x[i, j]\) of the reference structure \(s_x\) and 0 otherwise.

Decompositions into more than one substructure lead to additional combinatorial possibilities. 
They are taken into account by minimizing over \((\omega, \tilde{\omega})\) pairs, where the sum \((\omega + \tilde{\omega})\)
reflects the residual of the base pair distance between the substructures and the references. Thus, the recursions to compute $E(s_{\text{opt}}^{\kappa, \lambda}) = F_{1, n}^{\kappa, \lambda}$ are:

\[
F_{i,j}^{\kappa, \lambda} = \min_{i \leq u < j} \min_{\omega_1 + \hat{\omega}_1 = \kappa - \delta^1_2(i,j,u)} \min_{\omega_2 + \hat{\omega}_2 = \lambda - \delta^2_2(i,j,u)} F_{i,u-1}^{\omega_1, \omega_2} + \hat{F}_{u,j}^{\omega_1, \omega_2} + C_{i,j}^{\kappa, \lambda},
\]

\[
C_{i,j}^{\kappa, \lambda} = \min_{i < p < q < j} \min_{\omega_1 + \hat{\omega}_1 = \kappa - \delta^1_2(i,j,u)} \{M_{i+1,u}^{\omega_1, \omega_2} + \hat{M}_{u+1,j-1}^{\omega_1, \omega_2} + a\},
\]

\[
M_{i,j}^{\kappa, \lambda} = \min_{i \leq u < j} \{ (u - i) \cdot c + C_{u,j}^{\kappa, \lambda} - \delta^1_2(i,j,u) + b \},
\]

\[
\hat{M}_{i,j}^{\kappa, \lambda} = \min_{i \leq u < j} \{ C_{i,j}^{\kappa, \lambda} + b \} + c,
\]

(8)

\[\]

### 2.3 Time and memory complexity

Regarding the time complexity of the algorithm, a contribution of $O(n^3)$, where $n$ denotes RNA sequence length is implicit due to the underlying MFE folding algorithm. The additional degrees of freedom of the multi-loop decompositions in $C_{i,j}^{\kappa, \lambda}$ and $M_{i,j}^{\kappa, \lambda}$ increase the complexity by a factor of $\kappa \cdot \lambda$. The extension of the dynamic programming matrices by two further dimensions $\kappa$ and $\lambda$ additionally requires quadratically more effort. If the maximum distance values of $\kappa$ and $\lambda$ are limited to $\kappa \leq d_1$ and $\lambda \leq d_2$, the time complexity becomes $O(n^3 \cdot d_1^2 \cdot d_2^2)$. Since the maximum number of base pairs on a sequence of length $n$ is $\sim \frac{n}{2}$, the maximum achievable base pair distance between any two structures is bounded by $n$. Thus, the total asymptotic time complexity of the $\kappa, \lambda$-neighborhood algorithm results in $O(n^7)$ for any distance boundaries $d_1$ and $d_2$.

A similar argument holds for the memory complexity which is $O(n^2 \cdot d_1 \cdot d_2) = O(n^4)$. Thus, the memory increase compared to regular MFE folding is $d_1 \cdot d_2 \leq n^2$. 
2.4 Partition function of the $\kappa, \lambda$ - neighborhood

A modification of algorithm (8) to compute the partition function

$$Q^{\kappa, \lambda} = \sum_{s_x \in S^{\kappa, \lambda}} e^{-E(s_x)/kT}$$

for each $\kappa, \lambda$ - neighborhood according to the algorithm of McCaskill et al. [McC90] is straightforward. The energy contributions are Boltzmann weighted and all sums/minimizations are replaced by products/sums. This can be done, as the recursions (8) perform unique decompositions and therefore already constitute a partitioning.

Since clustering of the complete secondary structure space into $\kappa, \lambda$ - neighborhoods is a partitioning too, $\sum_{\kappa, \lambda} Q^{\kappa, \lambda} = Q$, where $Q = \sum_s e^{-E(s)/kT}$ is the partition function of the complete ensemble of all secondary structures.

The Boltzmann probabilities of a $\kappa, \lambda$ - neighborhood in the complete ensemble and for a structure $s_x \in S^{\kappa, \lambda}$ inside a $\kappa, \lambda$ - neighborhood become

$$P(S^{\kappa, \lambda}) = \frac{Q^{\kappa, \lambda}}{Q} \quad \text{and} \quad P(s_x \in S^{\kappa, \lambda}) = \frac{e^{-E(s_x)/kT}}{Q^{\kappa, \lambda}}$$

Stochastic backtracking yields a Boltzmann weighted sample of representative structures.

2.5 Sparse matrix approach and Parallelization

Some properties of the $\kappa, \lambda$ - neighborhood can be used to improve the runtime and reduce memory requirements. Due to the definition of the $\kappa, \lambda$ - neighborhood of two structures $s_1$ and $s_2$, there exist combinations of $\kappa, \lambda$ distance pairs which do not contribute to any solution. For example, there is no $\kappa, \lambda$-neighbor with $\kappa + \lambda < d_{BP}(s_1, s_2)$.

An increase or decrease of the base pair distance of a structure $s$ to one of the reference structures implicitly changes the base pair distance to the other reference. In particular, if $d_{BP}(s_1, s_2) = \text{even (resp. odd)}$, then $\kappa + \lambda = \text{even (resp. odd)}$. This checkerboard-like pattern of the $\kappa, \lambda$ - neighborhood roughly halves the number of entries in the extended dimensions $\kappa$ and $\lambda$ actually needed for the calculations. Furthermore, the maximum distance $d_{\text{max}}$ to any reference structure in any substructure $s[i, j]$ of length $m = j - i + 1$ is constrained to $d_{\text{max}} < m$. These observations introduce sparsity in the dynamic programming matrices. Hence, two-dimensional matrices $F, C, M, \hat{M}$ with lists of triples, containing energy $E$, distance $\kappa$ and distance $\lambda$ at each matrix entry can be used. By iterating over the list instead of all $\kappa, \lambda$ combinations, impossible structure formations are avoided.

Further runtime improvements can be obtained through parallelization by noting that all entries of the matrices $F, C, M$ and $\hat{M}$ with $j - i = \text{const.}$ can be computed concurrently if the matrices are filled in diagonal order, see [FHS00].
Figure 1: Runtimes of MFE calculation for the complete $\kappa, \lambda$-neighborhood. Timings are given for naïve approach (1st implementation) and the sparse matrix approach (SMA) using 1, 4 and 8 threads on a dual quad-core Intel® Xeon® E5450 @3.00GHz with 32GB RAM. Runtimes are means of 15 random sequences. Reference structures used were the MFE structure and the open chain. With 8 processor cores, a sequence of 400 nt can be processed in about 5.8h.

3 Results

3.1 Implementation

The partition function as well as the MFE version of the $\kappa, \lambda$-neighborhood algorithm was implemented in ISO C and will be available as a stand-alone program RNA2Dfold in one of the next releases of the Vienna RNA Package. A release candidate is available from http://www.tbi.univie.ac.at/~ronny/RNA/. The implementation provides most of the command line options of RNAfold such as different dangling end models and temperature. Given an RNA sequence $S$ and two reference structures $s_1$ and $s_2$, RNA2Dfold computes for each $\kappa, \lambda$-neighborhood the MFE structure $s_{\kappa,\lambda}^{\text{opt}}$ and its free energy, the probabilities $P(S^{\kappa,\lambda}), P(s_{\text{opt}}^{\kappa,\lambda} \in S^{\kappa,\lambda})$, the probability of $s_{\text{opt}}^{\kappa,\lambda}$ in the complete ensemble and the Gibbs free energy $\Delta G^{\kappa,\lambda}$. The maximum values $d_1$ and $d_2$ with $\kappa \leq d_1$ and $\lambda \leq d_2$ can be specified by the user.

For parallelization we used OpenMP which allows efficient use of modern multi-core systems while requiring only small changes to the serial version of the source code. The performance gain from exploiting sparsity as well as parallelization is demonstrated in Fig. 1. The resulting speedups for 4 and 8 cores were 2.0 and 2.9, respectively. On modern multi-core systems RNA2Dfold can easily compute the MFE structures and partition functions for all $\kappa, \lambda$-neighborhoods for RNA sequences up to about 400 nt. This length range covers functional RNAs such as riboswitches and viroids.
### 3.2 2D Projection of the energy landscape

The probability densities and partition functions calculated by RNA2Dfold can be used for several secondary structure space analysis. One of the possible applications of the $\kappa, \lambda$-neighborhood algorithm is the prediction of metastable structure states and the detection of bi-stable RNA switches. Typically, the MFE structure is used as the first reference structure $s_1$. A meta-stable state, suitable as second reference structure $s_2$, can be obtained e.g. from a first run of RNA2Dfold using the open chain as second reference, and selecting $s_2$ from the $s^\kappa,\lambda_{opt}$. We note that this provides an alternative to the paRNAss approach for detecting RNA switches that avoids sampling errors. Computing the $\kappa, \lambda$-neighborhood of $s_1$ and $s_2$ and plotting the MFE values, probability densities and/or the Gibbs free energy of the partitioned landscape as a two dimensional height map reveals a qualitative picture of the roughness of the landscape. In the examples of Fig. 2 both RNAs can be clearly recognized as bi-stable switches. Molecules with more than 2 long-lived meta-stable states should exhibit additional minima in the interior of the height map. Furthermore, the height map yields a lower bound on the energy barrier between $s_1$ and $s_2$, and indicates the difficulty of refolding from $s_1$ to $s_2$ and vice versa.

### 3.3 A heuristic for finding non direct refolding paths

Most existing approaches utilize heuristics that consider only direct (minimal length) refolding paths between two states [MH98, FHMS$^+$01]. Since direct paths allow no detours, potentially stabilizing base pairs which are not in either of the two ground states cannot be formed. This can lead to intermediate structures with energetically unfavorable loop motifs and thus unnecessarily high energy barriers. In contrast, a refolding path with guaranteed minimal barrier can be obtained from the barriers program [FHSW02]. Since the approach is based of exhaustive enumeration of the energy landscape, it is limited to short sequences, typically less than a 100 nt.

The $\kappa, \lambda$-neighborhood can be used as base for various heuristics estimating the refolding path and energy barrier. Note however that taking the representatives $s^\kappa,\lambda_{opt}$ from a series of adjacent $\kappa, \lambda$-neighbors does usually not yield a continuous path of adjacent structures. Nevertheless, the height map already provides a lower bound for the height of the transition state and therefore for the energy barrier too. Direct path heuristics perform poorly when the two structures are far apart. Therefore, a natural extension is to construct an intermediate structure $s_m$, termed mesh-point, thus splitting the path construction problem between the two reference structures $s_1$ to $s_2$ into two path constructions from $s_1$ to $s_m$ and from $s_m$ to $s_2$. The problem is of course to find suitable mesh points, and the $\kappa, \lambda$-neighborhood turn out to be an excellent starting point for this. The Pathfinder algorithm given below (3.1) connects such mesh points using the direct path heuristic from [FHMS$^+$01]. The method produces indirect paths, since the mesh points need not lie on a shortest path between $s_1$ and $s_2$.

After computing the $\kappa, \lambda$-neighborhood of the start ($s_1$) and target ($s_2$) structure, we test
Algorithm 3.1 Pseudo-code of the Pathfinder($s_a, s_b, \text{iter}$) algorithm where $s_a$ is the start structure, $s_b$ is the stop structure, \text{iter} is the maximal number of iterations

```plaintext
MeshpointHeap ← ∅  // initialize min-order mesh-point heap
bestpath ← DirectPath($s_a, s_b$)  // get best refolding path so far

while Meshpoints available ∧ |MeshpointHeap| < m do
    s ← Meshpoint structure  // sample a mesh point structure
    path ← DirectPath($s_a, s$) + DirectPath($s, s_b$)
    if Barrier(path) < Barrier(bestpath) then
        insert(MeshpointHeap, (s, path, Barrier(path)))
    end if
end while

if \text{iter} > 0 then
    for 0...m do
        (s, path) ← pop(MeshpointHeap)
        path ← Pathfinder($s_a, s$, \text{iter} − 1) + Pathfinder($s, s_b$, \text{iter} − 1)
        if Barrier(path) < Barrier(bestpath) then
            bestpath ← path
        end if
    end for
else
    (s, path) ← pop(MeshpointHeap)
    bestpath ← path
end if

return bestpath
```

as mesh-points all MFE structures $s_{\kappa, \lambda}^{\text{opt}}$ where $\kappa + \lambda \leq \gamma$ with a constant $\gamma$. This constraint limits the maximal deviation from a direct path and allows an adjustable exploration of the underlying energy landscape. Clearly, it is possible to recursively subdivide the problem further if required (see Pseudocode). With this simple approach the Pathfinder algorithm is able to find refolding paths with energy barriers very close or identical to those of an exhaustive search using the barriers program [FHSW02]. Results for an artificially designed RNA switch of 45 nt length revealed a barrier height of 10.7 kcal/mol (see Fig. 2A) which is the same as found with a barrier tree analysis. In contrast to that, a direct path generated according to [FHMS+01] predicts an energy barrier of 13.33 kcal/mol. As mentioned before, the heightmap already provides a lower bound for the energy barrier. Here, direct paths are bounded by at least 13.3 kcal/mol, while indirect paths are bounded by 10.0 kcal/mol. Refolding between the aptamer- and non-aptamer fold of the add-riboswitch [RLGM07] (Fig. 2B) also shows the same energy barrier of 6.77 kcal/mol for both, Pathfinder and barrier tree analysis, while a direct path exhibits 7.28 kcal/mol.

### 4 Conclusion

We introduced a method for a unique partitioning of the RNA secondary structure space, in which structures are lumped together according to their base pair distances to two reference structures. In effect, this provides a 2D projection of the high-dimensional folding space. To overcome the high time complexity of $\mathcal{O}(n^7)$ our implementation exploits the sparseness of the dynamic programming matrices as well as OpenMP parallelization. The
Figure 2: Gibbs free energy height map of all $\kappa, \lambda$ - neighborhoods and projection of the refolding paths generated by barriers (red line) and the Pathfinder (blue dashed line) without recursive refinement. Mesh-points are taken from the $\kappa, \lambda$ - neighborhood of both reference structures. A: MFE- and alternative structure of an artificial RNA switch with sequence GGGCGGUGCGCCUCGCCUAADAUCGAAGAUAUUGUGUCU and meta stable structure conformations (((((((....))))))(((....))))(((....)))) (MFE structure) and (((((((....))))))(((....)))) (alternative structure). B: Aptamer- and non-aptamer fold of an add-riboswitch [RLGM07]. In contrast to direct paths (straight diagonal green line), the Pathfinder solution is as good as the (optimal) solution generated by barriers in both cases. In B, identical refolding paths are obtained for Pathfinder and barriers analysis.

resulting program is fast enough to treat RNA molecules up to 400 nt which covers most biologically interesting cases such as riboswitches and viroids.

The $\kappa, \lambda$ - neighborhoods provide both a qualitative picture of the energy landscape, as well as a convenient starting point for more detailed exploration. As an example we show that it can be used to suggest excellent intermediate nodes for the construction of refolding paths, resulting in a fast heuristic that often gives optimal results. Such heuristics are needed e.g. for kinetic folding strategies like Kinwalker [GFW*08]. Furthermore, the height maps could provide the starting point for methods that recognize RNA switches or for coarse grained folding simulations.
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Abstract—G-quadruplexes are abundant locally stable structural elements in nucleic acids. The combinatorial theory of RNA structures and the dynamic programming algorithms for RNA secondary structure prediction are extended here to incorporate G-quadruplexes using a simple but plausible energy model. With preliminary energy parameters, we find that the overwhelming majority of putative quadruplex-forming sequences in the human genome are likely to fold into canonical secondary structures instead. Stable G-quadruplexes are strongly enriched, however, in the 5′UTR of protein coding mRNAs.

Index Terms—Dynamic programming, RNA folding, ViennaRNA Package

1 INTRODUCTION

GUANOSINE-RICH nucleic acid sequences readily fold into four-stranded structures known as G-quadruplexes. DNA quadruplexes are, for instance, an important component of human telomeres [1], they appear to be strongly overrepresented in the promoter regions of diverse organisms, and they can associate with a variety of small molecule ligands, see [2], [3] for recent reviews. SNPs in G-quadruplexes, finally, have been implicated as a source of variation of gene expression levels [4]. RNA quadruplexes have also been implicated in regulatory functions. Conserved G-quadruplex structures within the 5′UTR of the human TRF2 mRNA [5] and eukaryotic MT3 matrix metalloproteinases, for example, repress translation [6]. Another well-studied example is the interaction of the RGG box-domain fragile X mental retardation protein (FMRP) to a G-quartet-forming region in the human semaphorin 3F (S3F) mRNA [7], [8]. A recent review of G-quadruplex-based translation regulation is [9]. A functional RNA G-quadruplex in the 3′UTR was recently described as a translational repressor of the proto-oncogene PIM1 [10]. A mechanistic study of this effect, which seems to be widely used in the cell [11], [12] can be found, e.g., in [13]. Most recently, G-quadruplexes were also reported in several long non-coding RNAs [14]. G-quadruplexes are potentially of functional importance in the 100 to 9,000 nt G-rich telomeric repeat-containing RNAs (TERRAs) [15]. Quadruplex structures consist of stacked associations of G-quartets, i.e., planar assemblies of four Hoogsteen-bound guanines. As in the case of base pairing, the stability of quadruplexes is derived from π-orbital interactions among stacked quartets. The centrally located cations that are coordinated by the quartets also have a major influence on the stability of quadruplex structures.

DNA quadruplexes are structurally heterogeneous: Depending on the glycosidic bond angles, there are 16 possible structures and further combinatorial complexity is introduced by the relative orientations of the backbone along the four edges of the stack [17]. RNA quadruplexes, in contrast, appear to be structurally monomorphic forming parallel-stranded conformations (Fig. 1, left) independently of surrounding conditions, i.e., different cations and RNA concentration [18]. Here, we restrict ourselves to the simpler case of RNA quadruplexes.

From a bioinformatics perspective, G-quadruplex structures have been investigated mostly as genomic sequence motifs. The G4P Calculator searches for four adjacent runs of at least three Gs. With its help, a correlation of putative quadruplex forming sequences and certain functional classes of genes was detected [19]. Similarly,
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...longer symmetric linkers are possible [31], although in vitro data for DNA suggest that longer linkers are possible [31]. For $L = 2$, the existence of quadruplexes with $1 \leq l_1 < 2$ was reported [32]. For $L = 3$, detailed thermodynamic data are available only for the 27 cases with $1 \leq l_1, l_2, l_3 \leq 3$ and for some longer symmetric linkers $l_1 = l_2 = l_3$ [16], see Fig. 1b.

**2 Energy Model**

Thermodynamic parameters for RNA quadruplexes can be derived from measurements of UV absorption as a function of temperature [27], analogous to melting curves of secondary structures. While the stability of DNA G-quadruplexes strongly depends on the arrangement of loops [28], [29], this does not appear to be the case for RNA. RNA not only forms mostly parallel-stranded stacks for G-quartets but their stability also exhibits a rather simple dependence of the loop length [16]. In further contrast to DNA [30], they appear to be less dependent on the nucleotide sequence itself.

A G-quadruplex with $2 \leq L \leq 5$ stacked G-quartets and three linkers of length $l_1, l_2, l_3 \geq 1$ has the form

$$G_{l_1}N_{l_1}G_{l_2}N_{l_2}G_{l_3}N_{l_3}G_L.$$  

It is commonly assumed that $1 \leq l_1 \leq 7$ [25], although in vitro data for DNA suggest that longer linkers are possible [31]. For $L = 2$, the existence of quadruplexes with $1 \leq l_1 < 2$ was reported [32]. For $L = 3$, detailed thermodynamic data are available only for the 27 cases with $1 \leq l_1, l_2, l_3 \leq 3$ and for some longer symmetric linkers $l_1 = l_2 = l_3$ [16], see Fig. 1b.

**Fig. 1.** RNA quadruplexes form parallel arrangements with $L = 2\ldots5$ layers. Folding energies for $L = 3$ depend mostly on the total length $l$ of the linker sequences: The data from [16] fit well to an energy model of the form $\Delta G = a + b \ln l$ (solid line). Spearman’s rank correlation for the fit is $\rho = 0.972$, mean square error 4.2 kcal/mol.

**Fig. 2.** Melting temperatures as a function of the total linker length for three-layer G-quadruplexes. Experimentally determined melting temperatures from [16] (circles) are compared with the predictions made with the G-quadruplex aware version of RNAfold (dash-dotted line). To our knowledge, no comprehensive data are available for $L \geq 4$. It appears reasonable to assume that the stacking energies are additive. The energetic effect of the linkers appears to be well described in terms of the total linker length $l$ [16]. As shown in Fig. 1b, the free energy depends approximately logarithmically on $l$. In this contribution, we are mostly concerned with the algorithmic issues of including G-quadruplexes into thermodynamic folding programs. In particular, we ignore here the strong dependence of quadruplex stability on the potassium concentration, see, e.g., [33]. We thus resort to the simplified temperature-dependent energy function

$$E[L, l, T] = a(T)(L - 1) + b(T) \ln(l - 2)$$

$$a(T) = H_a + T S_a,$$

$$b(T) = H_b + T S_b,$$

if the pattern (1) is matched and $E = \infty$ otherwise. The parameters are fitted to match the free energies in Fig. 1, i.e., $a(37 ^\circ C) = -18$ kcal/mol and $b(37 ^\circ C) = 12$ kcal/mol. The enthalpy $H_a = -119.34$ kcal/mol is estimated from the melting experiments reported in [16]. Furthermore, we assume that the contribution of the linkers is purely entropic, i.e., $H_b = 0$ kcal/mol. To test the consistency of the parameters, we compare in Fig. 2 the measured melting temperatures of 27 sequences reported in [16] with melting temperatures predicted by RNAfold, i.e., the temperature at which the probability of the G-quadruplex equals 0.5. We observe an excellent agreement and conclude that the simple energy model here is adequate. Not surprisingly, reducing the estimates for the quadruplex stacking energy $a$ and the entropic penalty $b$ for the linker sequences favors the prediction of quadruplexes over alternative secondary structures. A quantitative sensitivity analysis can be found in the electronic supplement.

G-quadruplex structures can be located within loops of more complex secondary structures. Fig. 3, for instance, shows the $L = 2$, $l_1 = l_2 = l_3 = 2$ quadruplex in a hairpin of the semaphorin 3F RNA [7]. It seems natural to treat G-quadruplexes inside multiloops similar to their branching helices: Each unpaired base incurs a penalty $a$ and each...
G-quadruplex within a loop is associated with an additional “loop strain” $b$. For the interior-loop case in Fig. 3, only stabilizing mismatch contributions of the enclosing pair and a penalty for the stretches of unpaired bases are used. Sterical considerations for this case suggest that a G-quadruplex is flanked by a stretch of at least three unpaired nucleotides or has at least one unpaired nucleotide on either side.

3 Combinatorics

RNA secondary structures consist of mutually noncrossing base pairs and unpaired positions. Thus, they can be represented as strings composed of matching parentheses (base pairs) and dots. This “dot-parentheses” notation is used by the ViennaRNA Package [34]. G-quadruplexes constitute an extra type of structural element. The semaphorin hairpin, Fig. 3, can therefore be written as

\[
\text{GGCCUGUGAUUGAAAGGGAGGAGGAGGCGGCCAGCC}
\]

using the symbol + to mark the bases involved in G-quartets. This string representation uniquely identifies all G-quartets since the first run of + symbols determines $l$ for the 5’-most quadruplex, thus determining the next three G-quartets since the first run of $+$ using the symbol $+$.

A more detailed estimate of the number of noncrossing matchings in which each stack consists of exactly one arc. The shape of an arbitrary G-structure $s$ is obtained by 1) contracting each G-quadruplex to a single vertex labeled “G,” and 2) iteratively collapsing each stack to a single arc and then removing any unpaired bases from the resulting structure as illustrated in Fig. 4. It corresponds to the coarsest shape abstraction in the sense of [36].

The central objects of interest are the noncrossing shapes over $2n$ vertices with $t$ “1-arcs” that link adjacent points, i.e., $t$ hairpin loops. Their number $s_{n,t}$ can be expressed in terms of the number $m_t$ of noncrossing matchings with $t$ arcs, where $m_t$ is the tth Catalan number. The well-known generating function for these matchings is $M(u) = (1 - \sqrt{1 - 4u})/(2u)$, yielding

\[
S(u, e) = \sum_{n,t} s_{n,t} u^n e^t = \frac{1 + u}{1 + 2u - we} M\left(\frac{w(1 + u)}{1 + 2u - we}\right)
\]

for the shapes. For each shape, we can count the number of all possible G-structures with this shape by “inflating” the shape in a controlled manner Fig. 5.

To obtain an arbitrary $\tau$-canonical G-structure with a given shape, we first insert at most one red isolated vertex into each interval with the exception of the 1-arcs. The allowed insertion points are marked in the first diagram in Fig. 5. Next, one green vertex is inserted within each of the 1-arcs. The next step is to expand each arc into a stack by adding $t \geq 0$ parallel arcs. If $t \geq 1$, a blue vertex is inserted immediately before, immediately after, or on both sides of each inserted arc to separate the original arc and the newly inserted ones from each other. Finally, each arc is inflated to a stack of at least $\tau$ arcs. Each of the insertion steps is associated with determining for a known number of possible positions whether or not a colored vertex is inserted. Thus, each step corresponds to simple substitution in the generating function.
The colored vertices correspond to substructures that entirely consist of G-quadruplexes and unpaired bases. The colors encode additional restrictions. The basic building block in each colored vertices is a $P_0$-structure that entirely consist of G-quadruplexes and unpaired bases such that 1) its leftmost and rightmost bases are contained in some quadruplex (could be the same) and 2) any two consecutive quadruplexes, if exist, are separated by at least one unpaired base. Red vertices are replaced by either 1) a sequence of at least one unpaired base, 2) a $P_0$ structure with two possibly empty of unpaired bases attached at both ends. Green vertices become either 1) a sequence of at least three unpaired bases or 2) a $P_0$ structure with nonempty sequences of unpaired bases attached to both ends, or 3) a $P_0$ structure a sequence of at least three unpaired bases attached at exactly one end. Blue vertices, finally, are replaced by either 1) a nonempty sequence of unpaired bases, or 2) a $P_0$ with possibly empty sequences of unpaired bases attached at both ends. It suffices, therefore, to derive the generating function $P_0$ for $P_0$. It is straightforward to express $P_0$ in terms of the generating function $Q$ for the individual G-quadruplexes.

Making these ideas precise, we obtain

**Theorem 1.** The generating function of $\tau$-canonical G-structures is

$$G^\tau(x) = \sum_n k_n x^n = P_3(x) \left( \frac{x^2}{1 - x} \cdot \frac{P_2(x)}{P_3(x)} \right)$$

with the auxiliary functions

$$Q(x) = \frac{x^{\text{null}}}{(1 - x)^3}, \quad P_0(x) = \frac{(1 - x)}{1 - x^2} Q(x),$$

$$P_1(x) = \frac{x}{1 - x} + \frac{P_0(x)}{(1 - x)^2}, \quad P_3(x) = \frac{1}{1 - x} + \frac{P_0(x)}{(1 - x)^2},$$

$$P_2(x) = \frac{x^3}{1 - x} + \frac{x^2 + 2x^3 - 2x^4}{(1 - x)^2} P_0(x).$$

Asymptotic results for the sequence $g_0^\tau$ can be obtained from an analysis of the singularities of $g(x)$, see [37] and the online material[1] for details. For $\tau = 1, 2$, we obtain

$$g_0^\tau \sim k_0 n^{-3/2} (\rho_0^{-1})^n.$$  

We used Maple, version 11, to obtain the numerical values $\rho_0^{-1} \approx 2.2903$ and $\rho_1^{-1} \approx 1.8643$. The same functional form is obtained for structures without G-quadruplex by simply setting $Q(x) = 0$. This recovers earlier results $\rho_0^{-1} \approx 2.2887$ and $\rho_1^{-1} \approx 1.8489$ [38]. The shape spaces of RNAs with and without G-quadruplexes, thus, are quite similar. In particular, we can conclude that the inclusion of quadruplexes does not affect qualitative properties of the sequence-structure map such as the existence of extensive neutral networks, or the shape-space covering property [35].

## 4 RNA Folding Algorithms

**Energy minimization.** Dynamic programming algorithms for secondary structure prediction are based on a simple recursive decomposition: Any feasible structure on the interval $[i, j]$ has the first base either unpaired or paired with a position $k$ satisfying $i < k < j$. The condition that base pairs do not cross implies that the intervals $[i + 1, k - 1]$ and $[k + 1, j]$ form self-contained structures whose energies can be evaluated independent of each other. In conjunction with the standard energy model [39], which distinguishes hairpin loops, interior loops (including stacked base pairs), and multiloops, this leads to the recursions diagrammatically represented in Fig. 5 (ignoring the cases involving black blocks). This algorithmic approach was pioneered, e.g., in [40, 41] and is also used in the ViennaRNA Package [34].

G-quadruplexes form closed-structural elements on well-defined sequence intervals. Thus, they can be treated just like substructures enclosed by a base pair so that the additional ingredients in the folding algorithms are the energies $G_{ij}$ (free energy of the most stable quadruplex so that the pattern (1) exactly matches the interval $[i, j]$) and the partition functions $\mathcal{Z}^G_{ij}$ (defined as the sum of the Boltzmann factors of all distinct quadruplexes on the interval $[i, j]$). As a consequence of (1), we have $G_{ij} < \infty$ and $\mathcal{Z}^G_{ij} > 0$ only if $|i - j| < 4L_{\max} + \ell_{\max}$. All possible quadruplexes on the interval $[i, j]$ can be determined and evaluated in $O(L_{\max}^2 \mathcal{Z}^G_{ij})$ time so that these arrays can be precomputed in $O(L_{\max}^3 + \ell_{\max}^2 L_{\max}^2)$, i.e., in linear time.

The standard recursions for RNA secondary structure prediction can now be extended by extra terms for quadruplexes, see Fig. 6. The simplest strategy would be to add G-quadruplexes as an additional type of base-pair enclosed structures. This would amount to using standard interior loop parameters also for cases such as Fig. 3. Hence, we use the somewhat more elaborate grammar of Fig. 6, which introduces the quadruplexes in the form of additional cases into the multiloop decomposition. An advantage of this method is that one can use different parameter

1. For a complete formal proof, see [http://www.bioinf.uni-leipzig.de/Publications/SUPPLEMENTS/12-006/](http://www.bioinf.uni-leipzig.de/Publications/SUPPLEMENTS/12-006/).
values to penalize the inclusion of quadruplexes and helical components into a multiloop. Clearly, the grammar is still unambiguous, i.e., every structure has an unique parse. Thus, it can be used directly to compute partition functions.

Base pairing probabilities. A straightforward generalization of McCaskill’s algorithm can be used to compute the probabilities $P_{ij}$ of all possible base pairs $(i,j)$. The probability $P_{G}^{ij}$ of finding a G-quadruplex delimited by positions $i$ and $j$ can then be written as

$$P_{G}^{ij} = \frac{Z_{ij}^{G} Z_{j+1,n}^{G}}{Z} \sum_{P_{kl}} P_{kl} \text{IP} (\text{quadruplex}[i,j](k,l)).$$  

(7)

The conditional probabilities $\text{IP}[\cdots]$ in turn are composed of the four individual cases depending on the placement of the components of the generalized multiloop enclosed by $(k,l)$ relative to the interval $[i,j]$. 

This decomposition translates to the recursion

$$\text{IP} (\text{quadruplex}[i,j](k,l)) = Z_{i+1,j+1}^{M} Z_{j+1,n}^{M} + Z_{i+1,j+1}^{G} Z_{j+1,n}^{G} + \frac{Z_{i,j}^{\bullet} Z_{j+1,n}^{\bullet}}{Z_{i,j}^{\bullet} Z_{j+1,n}^{\bullet}} + \frac{Z_{i,j}^{\bullet} Z_{j+1,n}^{\bullet}}{Z_{i,j}^{\bullet} Z_{j+1,n}^{\bullet}}.$$  

(8)

where $\hat{b} = \exp(-b/RT)$. From the $P_{G}^{ij}$, it is straightforward to compute the probability of a particular quadruplex as

$$p([i,L,l_{1},l_{2},j]) = \frac{\exp(-E([L,\ell]))}{Z_{ij}^{G}} P_{G}^{ij},$$

(9)

where $l_{1} = j - i + 1 - 4L - l_{1} - l_{2}$. Summing up the probabilities of all quadruplexes that contain a particular contact $i' : j'$ of two guanosines in a layer finally yields the probability of the G-G contact $i' : j'$.

Fig. 7 shows an example of the graphical output of RNAfold. In the minimum energy case, we use a very simple modification of the standard layout [42] treating each quadruplex like a local hairpin structure, explicitly indicating the G-G pairs. Quadruplexes are shown in addition to the individual G-G pairs as shaded triangles in the base pair probability dot plots. From the base pairing probabilities, we also compute MEA [43] and centroid structures.

By definition, the centroid structure $X$ minimizes the expected base pair distance to the other structures within the Boltzmann-weighted ensemble. In the absence of G-quadruplexes, $X$ consists of all base pairs $(i,j)$ with $P_{ij} > 0.5$. A certain ambiguity arises depending on whether $X$ is interpreted as a list of base pairs that may contain incomplete quadruplexes, or whether quadruplexes are treated as units. Here, we insert a quadruplex if $P_{G}^{ij} > 0.5$, and represent it by the most stable quadruplex with endpoints $i$ and $j$. The same representation is used for MEA structures where we extend the maximized expected accuracy to $EA = \sum_{(i,j) \in S} E(P_{ij} + P_{G}^{ij}) + \sum_{P_{ij}}$ with $P_{ij} = 1 - \sum_{P_{ij}} P_{ij} - \sum_{S \subseteq S} P_{ij}$. Accordingly, scanning variants. For large RNA molecules with a length of more than, say, 500 nt it is often more useful to consider locally stable secondary structure elements than to compute globally optimal structures. The most straightforward approach to this end is to simply restrict the base pair span, i.e., to omit all base pairs with a span $j - i$ larger than some threshold $S$. This generates a global structure with local base pairs only. In the ViennaRNA Package, variations of this approach are used. In RNAfold [45], structures of local minimum free energy are computed. In essence, the energy of these structures can not be lowered by adding another base $5'$ or $3'$. The partition function

Fig. 7. Representation of minimum free energy structure (l.h.s.) and base pairing probability matrix (r.h.s.) of the semaphorin hairpin (see Fig. 3), respectively. The probabilities of the two possible G-quadruplex conformations are indicated by triangles with low probability in light and high probability in dark gray.
prediction in RNAplfold [46] conceptually uses a sliding window approach with step size 1 and averages the base pair probabilities over all windows in which a base pair can appear. Since G-quadruplexes are inherently local, it is straightforward to include them in the same way as in the global folding algorithms.

RNA dimers. The intermolecular interactions involved in the hybridization of two RNA molecules are governed by the same rules that determine the secondary structure of a single RNA. Several distinct approaches are used depending on the types of RNA-RNA interactions that are to be included. The most straightforward solution is to concatenate the two RNA sequences (with lengths \( n_1 \) and \( n_2 \)) and to use the same dynamic programming recursions as for a single sequence. Only the energy contributions are modified for all loops that involve the cut between the two molecules [47]. The result is a common secondary structure that may contain arbitrary many intermolecular interactions and can be computed in \( O((n_1 + n_2)^3) \) time. Intranuclear G-quadruplexes are straightforward to include. However, separate energy contributions have to be assigned to intermolecular G-quadruplexes; these may depend on the linker that contains the cut.

RNA-RNA hybrids with a single interaction region can be handled by decomposing the interaction energy into three components: The energies used to make the interaction region unpaired in each of the two partners and the energy gained from the hybridization itself. The unpairing energies can be computed efficiently by a modified version of McCaskill's algorithm implemented in RNAup [48] and intaRNA [49]. The computation of the hybridization energies is analogous to RNAhybrid [50] for regular base pairs. It can be easily extended to intermolecular G-quadruplexes by direct enumeration of quadruplexes that can be formed by combining sequence windows from both partners. Such "2-component" quadruplexes are of practical interest because it has recently been shown that the binding of G-rich small RNAs to G-rich regions in reporter mRNAs can lead to the formation of an intermolecular RNA G-quadruplex that inhibits translation in living cells [51].

A much more general, but also computationally more expensive approach to treat RNA-RNA interactions is the RNA-RNA interaction prediction (RIP) model [53], [54], which allows arbitrary secondary structures of both interaction partners and any crossing-free set of intermolecular base pairs that avoids the so-called tangle configurations. The most convenient starting point to include quadruplexes into this type of algorithms is the unambiguous grammars for the RIP problem that are required to compute the partition function [55], [56], [57]. First, we observe that quadruplexes that are entirely formed by one of the two interacting sequences (i.e., intramolecular structures) are subsampled by the terms for noninteracting secondary structures, which we have seen how to compute in Fig. 6. Intramolecular quadruplexes are again local in each of both sequences and conceptually analogous to intermolecular base pairing interactions. Thus, they can be included as an additional alternative in all productions that expose an intermolecular base pair (symbol K in [56, Fig. 7]). In the modified grammar of [57, Fig. 4], it is most natural to include the intermolecular quadruplexes into the decomposition of the intermolecular hybrids (symbol K in [57], symbol E in Fig. 9), where quadruplexes again appear as additional alternatives to the single intermolecular base pairs. As in the case of single-sequence folding, the possible intermolecular quadruplexes can be precomputed so that the computational complexity of these algorithms stays \( O(n^4) \) in memory and \( O(n^6) \) in time. A simple version of RIP grammar with pseudoknots is sketched in the appendix. We note, however, that the inclusion of intermolecular quadruplexes in this way leads to several new types of loops partially delimited by quadruplexes for which parameters would need to be estimated. We have not attempted to provide an implementation of a RIP algorithm with quadruplexes.

Consensus structures. Can be readily obtained for a given multiple sequence alignment. The idea is to apply the dynamic programming recursions to alignment columns. The energy contributions are determined as the average of the corresponding contributions to the individual sequences [58]. In addition, small contributions are added to favor pairs of columns with consistent (e.g., GC → GU) and compensatory mutations (AU → GC) because these provide direct evidence for selection acting to preserve base pairing. Similarly, penalties are added if one or a few sequences cannot form a base pair. We refer to [59] for details of the scoring model implemented in RNAalifold. Here, we extend it by a simple system of penalties for mutations that disrupt quadruplexes. Non-G nucleotides incur an energy \( E' \) in the outer layers of the quadruplex and \( 2E' \) in the inner layers as they affect one or two stacking interactions, respectively. An example of a consensus structure prediction is shown in Fig. 8.

Implementation details. The implementation of G-quadruplex folding in RNAfold, RNAalifold, RNAcofold, and RNAlfold essentially follows the extended grammar shown in Fig. 6, distinguishing the energy contribution of G-quadruplexes and their adjacent unpaired nucleotides in the external loop from those enclosed by base pairs. Here, we restricted the algorithms to consider G-quadruplexes
Fig. 9. RIP grammar with quadruplexes. Large rectangular symbols refer to different types of interaction structures. Outer arcs indicate enclosure by a base pair in one or both interacting subsequences. Flat rectangles are secondary structures with intramolecular quadruplexes in one of the two interacting molecules. The shaded versions (light for the first, dark for the second interaction partner) are nonempty, while the unshaded ones in production G may also be empty. Shaded squares denote intermolecular quadruplexes. After removing terminal secondary structures (productions A and B), the remainder is a tight structure of type C and D. The "doubletight" structure (C) is included by an intermolecular base pair. Otherwise, the absence of tangles allows to split of either a "doubletight" structure (C) or a maximal intermolecular stem-loop region without any intramolecular base pairs. This maximal structure E is further deconstructed analogous to a simple, unbranched stem-loop structure following the lines of RNAhybrid [50] or RNAPlex [52]. The intermolecular quadruplexes are included at the stage like a single intermolecular base pair.

with a maximum layer size of \( L = 7 \) and a maximum total linker length of \( L > 15 \) only. The energies of all possible G-quadruplexes are precomputed, storing the energy of the most stable quadruplex for each pair of endpoints in the triangular matrix \( G \). As this matrix will be very sparse for most inputs, a sparse matrix optimization is possible, but not yet implemented. In the backtracking part, we reenumerate quadruplexes with given endpoints whenever necessary. Base pairing probabilities are computed as outlined above. Since there cannot be a conflict with canonical base pairs, we store \( P_{ij}^G \) as part of the base pairing probability matrix. The probabilities of individual G-G contacts are computed by enumeration as a postprocessing step. We also adapted the RNAeval and RNAplot programs so that sequence/structure pairs can be parsed and re-evaluated according to the extended grammar.

Runtime performance. The runtime of RNAfold with the extended grammar of Fig. 6 was compared to the implementation of the standard model. For both, energy minimization and partition function, virtually no difference was observed. For short sequences of about 200 nt, the additional preprocessing steps incur a minor but negligible runtime overhead.

Accuracy. Unfortunately, no large-scale set of benchmark data is available for RNA quadruplexes. Thus, to estimate our false-positive prediction rate, we use the Rfam database, version 11.0 [60]. This large set of structured RNAs can be assumed to be mostly free of G-quartets, although quadruplex structures are not annotated at all in this resource so that a few unknown and/or unannotated may be hidden. For the 45,511 sequences in the seed alignments RNAfold predicted 640 quadruplexes, giving an upper bound on the false-positive rate of 1.4 percent. Using RNAalifold, we predict a consensus G-quadruplex for 17 of 2,185 Rfam seed alignments, which corresponds to a false-positive rate of 0.7 percent. We will discuss some of these "false positives" together with a set of RNA quadruplexes described in the literature at the end of the next section. Although the number of the known positive examples is too small to derive a meaningful quantitative estimate for the sensitivity, we will see that the thermodynamic predictions are in excellent agreement with the available experimental data.

5 Genome Screening

Occurrence and stability of G-quadruplexes in genomes. Sequence motifs of the form (1) that can in principle form quadruplex structures are very abundant in most genomes, see, e.g., [19], [20], [21]. Distinct G-quadruplexes can have substantial overlaps. Each quadruplex with \( L > 2 \) layers, for instance, contains 24 distinct quadruplexes with \( L = 1 \) layers. Additional variants can be formed when a linker sequence begins or ends with one or more Gs. In a genomic context, we are interested primarily in the number of loci that can harbor a quadruplex rather than their local diversity. We therefore count only quadruplex structures that cannot be embedded into a larger quadruplex. Equivalently, we count multiple overlapping quadruplexes of the same or smaller linker length as one quadruplex, represented by the one with most layers and the largest extent. Note that this still allows partial overlaps among quadruplexes.

The possible G-quadruplex loci were surveyed using the counting rules detailed above for several large genomic data sets: all bacterial (\( n = 1,867 \)) and archaea (\( n = 129 \)) genomes from the NCBI RefSeq database, all genomes provided by Wormbase [61] (\( n = 19 \)) and Flybase [62] (\( n = 12 \)) and all primate genomes hosted by Ensembl [63] (\( n = 10 \)). To make the results comparable to each other, we normalized them to obtain the number of putative sites per Megabase (Fig. 10A). The majority (>90 percent) of putative sites for any of the screened genomes were two-layer G-quadruplexes (data not shown).

Since the pattern scan method does not score the G-quadruplexes according to their stability and sequence context, it results in a large number of potentially unstable G-quadruplexes with very long linker lengths and a small number of layers. Biologically, these are probably not relevant. We, therefore, investigated for which of these loci a quadruplex is more stable than alternative secondary structures. To this end, we used all putative sites of the
Fig. 10. Abundance and stability of putative G-quadruplexes. (A) Boxplot showing the number of putative G-quadruplex clusters/islands (PQS) identified by the pattern scan approach, number of clusters confirmed by RNAlfold evaluation (confirmed PQS) and the total number of unique thermodynamically stable G-quadruplexes obtained by the RNAlfold screening. Mean values are depicted by symbols. (B) Confirmation rates of the putative sites, i.e., ratio of confirmed and total number of putative sites. Each PQS that contains at least one thermodynamically stable G-quadruplex according to the RNAlfold results is considered to be confirmed. Data are split to visualize the different rates for each layer size.

pattern scan as input for an RNAlfold screen. We extended each putative quadruplex locus by 250 nt of flanking sequence on both the 5′ and the 3′ side. A pattern scan locus was considered “confirmed” if at least one stable G-quadruplex was predicted by RNAlfold. These predictions were used to create annotation files for potentially stable G-quadruplexes and to count the number of pattern scan sites that are supported by the thermodynamic stability prediction. The average confirmation rates of 1.96 percent (bacteria), 2.38 percent (archaea), 3.92 percent (wormbase), 4.79 percent (flybase), and 4.91 percent (primates) show that the majority of the putative quadruplex loci are more likely to form canonical secondary structures than G-quadruplexes. Not surprisingly, the confirmation rate is very small, in particular, for G-quadruplexes with only \( L = 2 \) layers. In contrast, the rates rapidly increase for \( L > 2 \) layers (Fig. 10B) due to their increased stability gained through additive stacking interactions in our energy model. These contribute little to the overall density of quadruplexes because they are much rarer than the \( L = 2 \) candidates.

**Enrichment analysis.** Our genome-wide surveys compute potential RNA G-quadruplexes throughout the entire genomic DNA sequence. To determine whether there is evidence for a widespread function of G-quadruplexes in transcripts, we investigated in detail the distribution of putative and confirmed quadruplexes relative to the annotation of bacterial, archaeal, and primate genomes.

More precisely, we considered the enrichment of G-quadruplexes in subsets of the genome relative to the genomic average. To this end, we partitioned the genome into “genic” regions (annotated genes) and the “intergenic” regions between them. For primates, the genic partition is further split into “coding” and “intronic” regions. The protein coding “exonic” partition is again divided into “coding,” “5UTR,” “3UTR,” and the remaining “exonic” regions are labeled as “nc-exonic.” Since G-quadruplexes are directional, we considered the annotation also in a strand-specific manner. The total length of all items in a genomic partition is therefore twice the genome size.

Due to extensive overlap of transcripts and thus different transcript elements, e.g., exon-exon, intron-exon, or intron-intron overlap, we project annotations onto the genome in a hierarchical fashion: “coding,” “5UTR,” “3UTR,” “nc-exonic,” “intronic.” If, for instance, five transcripts overlap on the same strand and the first nucleotide they have in common resides in a 5′ UTR of one transcript, a coding region of the second one and in introns of the remaining three, then this base is labeled “coding” according to our hierarchy rule. For labeling all nucleotides following this procedure, we used the tool multiIntersectBed of the BedTools suite [64]. We then intersected the G-quadruplex predictions from both the pattern scan and the subsequent RNAlfold screen with the genomic partitions using intersectBed [64] and calculated nucleotide-based cov- erages for each partition. Enrichment or depletion of a partition was calculated by normalizing the coverage to global genome coverage.

Fig. 12 summarizes the results. In bacteria, G-quadruplexes are enriched in the genic regions and depleted in the intergenic regions. This pattern was observed for the RNAlfold results as well as the pattern scan results. For the latter, the effect seems to be slightly less pronounced.

In primates, we observe the same trend. Intergenic regions, which are the biggest fraction of the genome, are slightly depleted in G-quadruplexes, whereas genic regions, the complement to intergenic, are slightly enriched.

Within the genic partition, exonic regions are enriched further, whereas introns are only slightly above genomic background. This can be explained by the higher GC content of protein coding exons which lead to an increased probability for forming G-quadruplexes in the exons. The exonic partition is enriched by a factor 2.04 (median) in the...
pattern scan, but only 1.49 fold (median) in the RNALfold screen. This is indicative of a selection pressure against stable G-quadruplex structures within the coding regions, presumably because these could interfere with the ribosome during translation. The discrepancy between the abundance of quadruplex patterns and stable quadruplexes is slightly more pronounced in coding exons compared to noncoding exons. The median enrichment factor drops from 2.18 to 1.33 (difference of 0.85) for coding exons and from 1.71 to 1.00 (difference of 0.71) in noncoding exons.

As expected, the enrichment of quadruplex patterns is even higher in 5' UTR (median: 3.37-fold) and increases further among the thermodynamically stable G-quadruplexes identified by RNALfold (median: 5.12-fold). This finding is in agreement with numerous previously reported examples, e.g., the G-quadruplexes in the 5' UTR of TRF2 [5], the eukaryotic MT3 matrix metalloproteinases [6], and the human telomerase RNA hTERC [65]. The strong enrichment of stable G-quadruplexes in 5'UTRs strongly suggests that they are an abundant functional feature of mRNAs.

The occurrence and abundance of both G-quadruplexes and stable RNA secondary structures strongly depend on the GC content of the sequences analyzed. To assess this effect, we calculate the GC enrichment for each partition in each genome as the ratio of local GC content of the respective partition to the genome wide GC content and compared the results to pattern scan and RNALfold screen. The enrichment of possible G-quadruplexes increases systematically with the GC content across all partitions (Fig. 13). This effect is much smaller for the RNALfold predictions. It is well known that GC content is indicative of a variety of biological functional genome elements, such as DNA-protein interaction, promoter function and epigenetic controlled gene regulation [66], which fulfill their function on the DNA level rather then on the RNA level. The observation that the density of thermodynamically stable G-quadruplexes is less dependent of GC content, i.e., that they are found abundantly over a wide range of GC contents, lends further support to the statement that G-quadruplexes frequently exert their function at the RNA level.

**Specific examples.** Several experimentally known RNA G-quadruplexes are predicted by the current version, including the semphorin hairpin of Fig. 7 and the quadruplex in human telomerase RNA [65], Fig. 11. A G-quadruplex in the 5'-terminal region of human telomerase RNA hTERC appears to obstruct the formation of the P1 helix, which is essential as boundary of the template. Hence, the quadruplex impairs the telomerase activity. Our computational results clearly reflect both the formation of the G-quadruplex in the 5'-part and its conflict with the P1 helix (see Fig. 11). In addition, the probability that the template nucleotides are unpaired is reduced when the G-quadruplex is included, suggesting that the effect of quadruplex formation at least in part is explained by inaccessibility of the template sequence.

We furthermore reinvestigated 17 mRNA sequences for which the effect of putative quadruplexes on protein expression has been determined by means of a luciferase luminescence assay or circular dichroism measurements, see Table 1 for the references. We predicted the MFE

![Fig. 11. Secondary structure predictions for RNA component of human telomerase (acc no. AF221907) with (l.h.s., computed with RNAfold 2.0g) and without (r.h.s., computed with RNAfold 2.0) quadruplexes. The template (medium gray), the 5' – part of P1 helix (dark gray), and the G-quadruplex forming sequence (light gray) are marked.](image)

![Fig. 12. Boxplot comparing the enrichment of predicted G-quadruplexes for sequence pattern search and RNALfold, and between different genomic partitions. Genic regions are enriched in G-quadruplexes compared to the genomic background, for the most bacteria and primates.](image)
structure with RNAfold of both the full-length mRNA and the putative G-quadruplex site PQS listed in the literature only. In addition, we used RNALfold to determine whether the quadruplex appears in a locally stable secondary structure and hence can be identified, e.g., in a genome-wide screen. With the exception of NCAM2 and THRA, the predictions for the PQS only and for locally stable secondary structures completely agree with the experiments. The misprediction of a two-layered instead of a three-layered G-quadruplex can be explained 1) by the very large total linker length of 16 in the case of NCAM2 that makes this structure undetectable for RNAfold and RNALfold and 2) large total linker lengths in combination with a concurrent canonical structure within the PQS of THRA. Even the MFE predictions for the full length mRNA transcripts agree well with the experimental data. Since mRNAs are packed with protein, in vivo long-range structures can be expected to be suppressed in mRNAs in general; hence, we already expect a priori that the local structures predicted by RNALfold gives better results than the global structures computed by RNAfold. Our model also clearly predicts that canonical base pairs dominate in the three negative examples (TNFSF12, MAP3K11, DOC2B). A simple scan for G-rich sequence motifs thus will overpredict RNA quadruplex structures.

Regarding the Rfam prediction set used above to assess accuracy, at least some of the putative false positive predictions might be real, however. The best example is the family RF00523 of prion protein (PrP) mRNA pseudoknots, which was predicted to play a role in PrP translation [72], [73]. Quadruplex forming nucleic acids are known to bind to PrP [74], suggesting that there could be a direct feedback between PrP and its mRNA via the predicted quadruplex.

Other true positives include the quadruplexes in some of the mammalian telomerase RNAs as discussed above, and the IRES (internal ribosomal entry site) in the VEGF mRNA IRES [71]. The latter suggests that the quadruplex structure is not predicted from the Rfam alignment in these examples because quadruplexes are not part of Rfam models and hence the manually curated alignments have been built to favor alternative, conventional secondary structures. The XIST intron (RF02266) is likely a true positive. It features a conserved quadruplex that does not interfere with the annotated structure. Another likely case is the antisense transcript FMR1-AS1 (RF02118), as it is suspected that FMR1 itself is regulated by a G-quadruplex [9]. Additionally, possible quadruplex structures in rRNA genes have been described for yeast

<table>
<thead>
<tr>
<th>name</th>
<th>Gene ID</th>
<th>length mRNA</th>
<th>PQS</th>
<th>Layers</th>
<th>Experiment</th>
<th>Ref.</th>
<th>RNAfold mRNA</th>
<th>RNAfold PQS</th>
<th>RNALfold mRNA</th>
</tr>
</thead>
<tbody>
<tr>
<td>TRF5</td>
<td>NM_058652.3</td>
<td>2579</td>
<td>18</td>
<td>3</td>
<td>+++ in vivo</td>
<td>[5]</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>MT3-MMP</td>
<td>NM_059414.4</td>
<td>6347</td>
<td>20</td>
<td>3</td>
<td>+++ in vivo</td>
<td>[6]</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>EBA9</td>
<td>NM_059120.1</td>
<td>1494</td>
<td>45</td>
<td>3</td>
<td>+ in vivo</td>
<td>[12]</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>FZD2</td>
<td>NM_034663.3</td>
<td>3834</td>
<td>60</td>
<td>3</td>
<td>+ in vivo</td>
<td>[12]</td>
<td>2</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>BARHL1</td>
<td>NM_020643.3</td>
<td>1907</td>
<td>46</td>
<td>3</td>
<td>+++ in vivo</td>
<td>[12]</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>NCAM2</td>
<td>NM_004540.3</td>
<td>5096</td>
<td>54</td>
<td>3</td>
<td>+++ in vivo</td>
<td>[12]</td>
<td>2</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>THRA</td>
<td>NM_193334.3</td>
<td>2400</td>
<td>49</td>
<td>3</td>
<td>+ in vivo</td>
<td>[12]</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>AASDHPPT</td>
<td>NM_015423.2</td>
<td>2840</td>
<td>38</td>
<td>3</td>
<td>+ in vivo</td>
<td>[12]</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>TNFSF12</td>
<td>NM_003809.2</td>
<td>1407</td>
<td>94</td>
<td>3</td>
<td>- in vivo</td>
<td>[12]</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>MAP3K11</td>
<td>NM_002419.3</td>
<td>3374</td>
<td>55</td>
<td>3</td>
<td>- in vivo</td>
<td>[12]</td>
<td>2</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>DOC2B</td>
<td>NM_003585.3</td>
<td>2022</td>
<td>56</td>
<td>3</td>
<td>- in vivo</td>
<td>[12]</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>NRAS</td>
<td>NM_002524.4</td>
<td>4545</td>
<td>18</td>
<td>3</td>
<td>+++ in vivo</td>
<td>[44]</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>ZIC-1</td>
<td>NM_003412.3</td>
<td>5231</td>
<td>27</td>
<td>3</td>
<td>+++ in vivo</td>
<td>[67]</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>BCL-2</td>
<td>ENST0000033681</td>
<td>3209</td>
<td>25</td>
<td>3</td>
<td>+++ in vivo</td>
<td>[68]</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>CHST2</td>
<td>NM_004267</td>
<td>4137</td>
<td>25</td>
<td>3</td>
<td>+++ in vivo</td>
<td>[69]</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>ADAM10</td>
<td>NM_001110</td>
<td>3927</td>
<td>30</td>
<td>3</td>
<td>+++ in vitro</td>
<td>[70]</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>VEGFA</td>
<td>NM_003117123</td>
<td>3677</td>
<td>18</td>
<td>3</td>
<td>+ in vivo</td>
<td>[71]</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>

The column “Experiment” refers to the presence of a G-quadruplex in vivo. The symbols +++, +, –, and –– indicate the presence of a G-quadruplex, the formation of a G-quadruplex under sufficiently large potassium concentration, and the absence of a quadruplex, respectively. The prediction results of RNAfold and RNALfold display the layer size of a predicted G-quadruplex within the PQS or—if none was predicted.
and a significant enrichment has been reported for long noncoding RNAs [14].

6 DISCUSSION

We have shown in this contribution that structural elements such as G-quadruplexes that correspond to uninterrupted sequence intervals can be included in a rather straightforward way into the standard dynamic programming recursions—provided a corresponding extension of the energy model can be devised. We describe here an extension of the most important and widely used RNA secondary structure prediction. This includes in particular energy minimization and the computation of the partition function. Extensions to local folding algorithms and to the computation of consensus structures from sequence alignments are also straightforward applications of the modified grammar (Fig. 6). It is less obvious how to handle quadruplexes in RNA-RNA interactions since our recursions consider local G-quadruplexes only. A simple adaptation of the RNAup approach, however, also covers such situations of trans-G-quadruplexes.

A survey of G-quadruplexes in genomic sequence data shows that thermodynamically G-quadruplexes are substantially enriched in exonic regions and in particular in 5’UTRs. At the same time, the stability of G-quadruplexes is reduced in protein-coding sequences. Taken together, these observations strongly suggest that stable G-quadruplexes in 5’UTRs are abundant features of mRNAs. Most likely, they function as regulators of translation.

The G-quadruplex-aware programs are currently available as a separate branch (version number with the suffix “g”) of the ViennaRNA Package using a very simple energy function for the quadruplexes that reproduces the few available experimental data at least semiquantitatively. Following further optimization of the code, the algorithmic extensions will be integrated in the main version of the package in the near future. The main problem for practical applications of quadruplex-aware RNA folding tools is our limited knowledge of the energy function in particular for L ≠ 3 and for asymmetric linkers. Even with the crude energy function employed here, it becomes clear that the overwhelming majority of putative genomic quadruplex sequences will fold into a canonical secondary structure rather than G-quadruplex structures.

ONLINE SUPPLEMENT

Supplemental data and source code are available from http://www.bioinf.uni-leipzig.de/publications/supplements/12-025 and www.tbi.univie.ac.at/RNA/.
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Part V

UNPUBLISHED WORK
As pointed out in Chapter 4, the prediction of optimal refolding paths between two secondary structures is an important challenge. Intermediate structures of a path may point into directions that lead to a better understanding of the functional role of an RNAs structure. More importantly, the saddle point, i.e. the structure with highest free energy along the path, yields the energy barrier that separates both structures. This in turn determines the folding rate required for RNA folding kinetics, cf. Chapter 6.1. Since the prediction of optimal refolding paths is an NP-complete problem, heuristic approaches are used instead of exhaustive ones. Yet, there is only a handful of such algorithms, and most often they only consider direct paths. Therefore, they tend to overestimate actual refolding energy barriers, and consequently predictions based thereof are most likely at odds with each other.

In this chapter, I discuss a generic iterative algorithm for near optimal indirect refolding path prediction. Based on supporting points in the secondary structure free energy landscape, the algorithm aims to minimize the refolding barrier by constructing indirect paths between two secondary structures out of direct paths between those structures and the supporting point. By keeping the generation of supporting points flexible, this algorithm enables a variety of applications where a compromise between optimality of the prediction and computation speed is required. Although many of the following ideas were already mentioned briefly in Chapter 9, I want to emphasize here the potential of distance class partitioning of RNA secondary structure free energy landscapes, especially for refolding path prediction. Therefore, the first section starts with a recapitulation of the idea behind distance class partitioning, followed by a description of the possibilities it opens. Finally, the indirect refolding path construction of Chapter 9 is presented from a more generalized point of view in the second part of this chapter.

11.1 DISTANCE CLASS PARTITIONING REVISITED

The set of secondary structures which is compatible with an RNA sequence, the structure ensemble \( \Omega \), spans a hyperdimensional space, the secondary structure free energy landscape. Here, each secondary structure \( s \in \Omega \) represents a point in the landscape, its free energy \( E(s) \) determines its height, and finally two structures \( s_i \) and \( s_j \) are considered neighbors if they differ in exactly one base pair, i.e. they have base pair distance \( d_{BP}(s_i, s_j) = 1 \). Ordinary MFE structure prediction, as introduced in Chapter 3.2 determines the global minimum of this landscape, i.e. the deepest point. However,
alternative low free energy structures with distinct structural features are generally of interest as well, as they provide understanding of the potential role of an RNA. For this purpose, the generation of suboptimal secondary structures within a certain energy band around the MFE proves useful. Still, once structural alternatives are known, it needs to be investigated whether or not they are easily adopted, and how likely a switch from one into another is. For most RNAs with sequence length of biological importance, it is infeasible to enumerate relevant suboptimal structures, since $|\Omega|$ grows exponentially with sequence length $n$. Even partition function computation intertwines all the information of alternative structures with the complete ensemble, such that refolding barriers can not be derived from it.

This is where classified DP comes into play, in particular distance class partitioning. This method projects the high-dimensional energy landscape into lower dimensions using a partitioning of structures with respect to their base pair distance to a set of initially chosen reference structures. The number of references therefore determines the dimensionality of the projection of the energy landscape. Within each partition thermodynamic properties are determined, such as MFE representative, partition function, and so on. An algorithm that implements the idea of distance class partitioning with one reference structure is RNAbor [72], whereas RNA2Dfold, as presented in Chapter 9, uses two references to obtain a 2D projection. Nevertheless, the following ideas can be easily applied to projections of higher dimensionality, i.e. distance class partitionings with more than 2 reference structures, as well. In fact, increasing the number of references has a large impact on a number of applications, since it allows to triangulate certain areas of interest within the energy landscape. Though, increasing the number of reference structures just by one results in an increase of the algorithms asymptotic time complexity in the order of $n^2$, which is why I restrict the description below to 2D projections.

detecting alternative low free energy structures  As mentioned before, low free energy states within the ensemble of all secondary structures compatible with a particular sequence can be obtained from suboptimal structure prediction. However, the resulting set of meta-stable structures alone is not sufficient to decide whether or not the RNA is likely to ever adopt them. Distance class partitioning, on the other hand, also enables the determination of low free energy states. Using a single reference structure, for instance the MFE structure, a classified MFE prediction produces a set of $m$ optimal structure representatives which differ in exactly $1, 2, \ldots, m$ base pairs, i.e. there is no other structure with the same base pair distance to the reference and lower free energy. This immediately yields a set of candidate structures that can be filtered according to their free energy and distance to the MFE structure. Here, one would assume that a meta-stable state of biological importance differs from the MFE in some more or less complex structure motifs, i.e. its distance to the MFE needs to be sufficiently large. Furthermore, a candidate should exhibit a low free energy, and
distance class partitioning revisited

needs to be sufficiently separated from its neighborhood. Hence, it should be sur-
rrounded by representative structures with higher free energy. Of course, each MFE
representative of a particular distance class can not provide a complete picture of all
the alternatives the distance class subsumes. It just provides the most probable struc-
ture within the distance class. However, the addition of further reference structures,
such as candidates obtained from a projection with lower dimensionality, leads to a
more fine grained characterization of their structural environment.

An example for such a procedure is provided with an artificial RNA sequence
known to form two stable secondary structures [258]. This particular 73 nt long switching
RNA molecule was designed such that it adopts a meta-stable secondary structure
(Figure 15B) right after transcription, and only refolds into its ground state (Figure
15A) after a long period of time. As depicted in Figure 15, two alternative meta-stable
states can already be identified by visual inspection of the results from a distance class
partitioning with respect to the MFE structure. The most distant of them happens to
be the meta-stable structure the RNA was designed to form. Using this structure as
a second reference for a 2D projection then clearly reveals its separation from from
the remaining low free energy conformations. Still, this projection is hiding other al-
ternatives, since each spot in the 2D landscape constitutes just one of many possible
structures in the corresponding distance class. Therefore, either additional reference
structures are necessary to obtain a more fine grained projection of the energy land-
scape, or the set of potentially interesting candidates can be iteratively extended with
results from 2D projections using the MFE structure and previous candidates. Here,
the latter approach is considered the more useful, since additional reference structures
render the distance class partitioning method almost infeasable.

distance classes and energy barriers

In the previous paragraph, I already
made use of a measure of separation for distance classes. In particular, meta-stable
structures were identified as such if their neighborhood consists of high free energy
structures. But no rationale for this assumption has been provided yet. Since a meta-
stable structure can be considered of biological importance if it is not too easily trans-
formed into the MFE structure (or another meta-stable state), refolding energy barriers
are of utmost importance. Energy barriers again can be extracted from (near) op-
timal refolding paths, but their prediction is NP-complete even when restricting the
problem to direct paths. Consequently, to support the assumption that meta-stable
candidate structures derived from the method discussed above are indeed meta-stable,
additional computational effort seems to be necessary. However, a closer look at the
properties of distance classes reveals that they already provide a lower bound on the
refolding energy barrier. This can be easily realized by the fact that the intermediate
structures of any refolding path between two structure representatives in the projec-
tion must either be a structure representatives themselves, or they have a higher free
energy compared to the representative of the distance class they belong to. Therefore,
replacing the intermediate structures by their corresponding distance class MFE representative yields a lower bound on the actual refolding barrier. Any distance class partitioning can be considered a graph, where MFE representatives represent the nodes, and edges are drawn between neighboring distance classes. A shortest path algorithm can then be used to extract the lower bound of the energy barrier between any pair of representatives, see Figure 16 for an example.

11.2 THE PATHFINDER ALGORITHM

Although heuristic methods that predict optimal direct refolding paths are relatively fast, they perform poorly when the two structures are far apart. This is mainly due to the fact that the direct, i.e. shortest, paths are not necessarily the most optimal. In fact, in almost all cases where an RNA refolds from one structure into another, base pairs have to be opened before others can effectively form. Therefore, the RNA structure first has to lose stability in terms of free energy, before free energy can be gained again from newly formed structural elements. The intermediate loss determines the energy barrier that separates both structures. However, the RNA tends to compensate for the loss of free energy by forming intermediate base pairs that only exist during the transition process. Refolding paths that consider these additional base pairs are termed indirect paths, and lead to much more realistic estimates of the actual refolding energy barrier, cf. Chapter 4.

In the following, I describe a heuristic method that allows to predict near optimal (indirect) refolding paths between two secondary structures $s_1$ and $s_2$ in an iterative, flexible manner, the Pathfinder algorithm. In particular, I want to stress here the flexibility it provides, since the core algorithm itself was already presented, though in combination with distance class partitioning, as part of Chapter 9. Thus I will first briefly introduce the general idea of the method, before proceeding to its variations that constitute its flexibility.

### The Pathfinder Algorithm

The algorithm is initialized with a guess for an optimal folding path between $s_1$ and $s_2$, e.g. obtained from a direct path heuristic. Using this guess as the best refolding path known so far, the algorithm extracts the saddle point $s_b$, i.e. the structure with highest free energy along the path. Then it proceeds by generating a set of stabilizing points $s \in S$ in order to split the path construction problem into two direct path constructions, one from $s_1$ to $s$, and the other from $s$ to $s_2$. Of course, the free energy of the stabilizing points $s$ has to be lower than that of $s_b$ of the best refolding path known so far, i.e. $E(s) < E(s_b)$. The method(s) how to generate $S$ will be discussed further below. If the concatenation of both direct paths yields a saddle point with lower free energy, hence lower refolding energy barrier, it is accepted as a new optimal path, and $s$ becomes a member of the set of optimal stabilizing points $\hat{S}$. The number of memorized optimal stabilizing points can furthermore be limited.
by a constant \( |\hat{S}| < m \) if \(|S|\) becomes large. The algorithm proceeds for the remaining stabilizing points in \( S \) until all of them are tested, and returns the stabilizing point that results in best refolding path among all constructions. If required, an iterative refinement can be applied that uses each optimal stabilizing point \( \hat{s} \in \hat{S} \) to refine the direct paths connecting it to \( s_1 \) and \( s_2 \). Therefore, the Pathfinder algorithm is applied again on both subpaths from \( s_1 \) to \( \hat{s} \), and \( \hat{s} \) to \( s_2 \), respectively. The pseudocode for the Pathfinder heuristic that utilizes a min-order heap data structure for \( \hat{S} \) is given in Algorithm 1.

**Algorithm 1 Pathfinder** \((s_1, s_2, i, m)\):

Pseudo-code of the Pathfinder algorithm, where \( s_1 \) is the start structure, \( s_2 \) is the stop structure of the predicted path, \( i \) the maximum number of iterations, and \( m \) the number of best solutions kept in each iteration.

```
bestpath ← DirectPath\((s_1, s_2)\) /* get initial guess of an optimal refolding path */
S ← GetStabilizingPoints\((bestPath)\) /* initialize the set of stabilizing points */
\( \hat{S} \) ← \( \emptyset \) /* initialize min-order stabilizing point heap */
while \(|S| > 0 \) \( \wedge \) \(|\hat{S}| < m\) do
    s ← pop\((S)\) /* draw a stabilizing point and remove it from S */
    path ← DirectPath\((s_1, s)\) + DirectPath\((s, s_2)\)
    if Barrier\((path)\) < Barrier\((bestpath)\) then
        insert\((\hat{S}, (s, path, Barrier(path)))\)
    end if
end while
if \( i > 0 \) then
    for 0...m do
        \((s, path)\) ← pop\((\hat{S})\)
        path ← Pathfinder\((s_1, s, i - 1, m)\) + Pathfinder\((s, s_2, i - 1, m)\)
        if Barrier\((path)\) < Barrier\((bestpath)\) then
            bestpath ← path
        end if
    end for
else
    \((s, path)\) ← pop\((\hat{S})\)
    bestpath ← path
end if
return bestpath
```

So far, it has not been mentioned how stabilizing points in \( S \) are generated in the first place (see above). This is because it constitutes the flexible part of the algorithm, i.e. stabilizing point generation is independent of the path construction algorithm\(^1\). In Chapter 9, I used the MFE representatives of the distance class partitioning derived from taking \( s_1 \) and \( s_2 \) as reference structures. However, any other method that is able to generate alternative local minima of the secondary structure free energy landscape

\(^1\) In principle, using a fixed set of near ground state structures for \( S \), and omitting the iterative refinement part, the Pathfinder algorithm is similar to the indirect path construction algorithm of Morgan and Higgs, presented in Chapter 4.3
may suffice. Boltzmann sampling from (possibly a different set of) distance classes, for instance can be used instead of using MFE representatives. Below, I introduce some additional variations for the generation of $S$, that constitute a computationally less expensive alternative to the distance class approach. All the presented methods have in common, that they use the saddle point $s_b$ of the currently known best refolding path as a source for energy directed routes $\mathbf{P}(s_b)$ through the energy landscape. The destinations of these routes then provide structures suitable for stabilizing points of the Pathfinder algorithm.

**Gradient walks** The most straight-forward approach of an energy directed route through the secondary structure free energy landscape is to perform a gradient walk $\mathbf{P}^G(s_1)$. Starting at structure $s_1$, subsequent structures $s_{i+1}$ of the route are selected from the set of neighbors $N(s_i)$ of their predecessor $s_i$, if they constitute the neighbor with lowest free energy, i.e.

$$\mathbf{P}^G(s_1) = (s_1, \ldots, s_{i}, s_{i+1}, \ldots, s_n) \text{ where } s_{i+1} \in N(s_i)$$

and

$$E(s_{i+1}) < E(s_i) \land E(s_{i+1}) = \min_{s \in N(s_i)} E(s)$$

The last structure $s_n$ obtained by a gradient walk $\mathbf{P}^G(s_1)$ is finally used as supporting point in the Pathfinder algorithm. If the choice of $s_{i+1}$ is ambiguous, one of the lowest free energy neighbors of $s_i$ is selected randomly, for instance by taking the first in lexicographical order of the corresponding dot-bracket string [68]. Alternatively, the gradient walk can be branched at this point to consequently yield a set of solutions instead of a single one.

**Energy directed random walks** Since the previously mentioned method is de facto deterministic, and in most cases leads to only a single solution, an energy directed random walk poses a more sophisticated approach. Therefore, a Monte Carlo scheme can be applied, similar to the Gillespie algorithm, as discussed in Chapter 6.3. As a result, the obtained route $\mathbf{P}^M(s_1)$ consists of intermediate structures, where an intermediate structure $s_{i+1}$ is selected randomly from the neighborhood of $s_i$ according to its proportional weight among all alternative neighbors $s \in N(s_i)$. Here, the weight
is determined by the free energies $E(s)$ of the structures $s$. Hence, the probability $p(s_i \rightarrow s)$ to accept a particular $s \in N(s_i)$ as successor of $s_i$ is

$$p(s_i \rightarrow s) = \frac{1}{\sum_{s_j \in N(s_i)} \tilde{p}(s_i \rightarrow s_j)} \cdot \tilde{p}(s_i \rightarrow s)$$

with

$$\tilde{p}(s_i \rightarrow s) = \frac{1}{|N(s_i)|} \begin{cases} e^{-\beta \cdot (E(s) - E(s_i))} & \text{if } E(s_i) < E(s) \\ 1 & \text{else.} \end{cases}$$

In order to avoid cycles in the resulting route $\vec{P}_M(s_1)$, previously visited structures can be penalized with a pseudo energy $\varepsilon$, e.g. $\varepsilon = 2 \cdot k \cdot T$, to weaken their acceptance probability. The energy directed random walk ends at structure $s_n$, as soon as a certain stop criterion is fulfilled, for instance the length of the route reached a size limit $|\vec{P}_M(s_1)| = l$. Alternatively, the random walk can be finalized if $s_n$ represents a local minimum, i.e. $\forall s \in N(s_n) : E(s) > E(s_n)$, and the probability to reject any of its neighbors

$$p^R(s_n) = 1 - \sum_{s \in N(s_n)} \tilde{p}(s_n \rightarrow s)$$

surmounts a certain threshold $p^R(s_n) > \mu$. Accordingly, the local minimum $s_n$ is considered deep enough with respect to its neighbors. Again, $s_n$ is used as an adequate stabilizing point for the Pathfinder algorithm, and repeated realizations of the random walk may be used to produce a whole set of solutions.

**Simulated Annealing** Optionally, the previously described energy directed random walk can be transformed into a simulated annealing approach [123, 37]. Therefore, the acceptance probabilities $p(s_i \rightarrow s)$ are initially computed using a high thermodynamic temperature $T = T_{\text{max}}$, and with each Monte Carlo step the system is successively cooled down with rate $0 < \tau_T < 1$. Once the thermodynamic temperature falls below a minimum value $T < T_{\text{min}}$ the Monte Carlo simulation is stopped, and the last structure visited is used as stabilizing point. Of course, this stop criterion overrules those of the regular random walk without simulated annealing described above.

The acceptance probability of a neighboring structure is essentially determined by the factor $\exp(-\Delta G/RT)$, where $\Delta G$ is the change in free energy between the current structure and the neighbor, $R$ is the Gas constant and $T$ the thermodynamic temperature of the state system. Thus, the probabilities for energetically good and poor neighbors are aligned with higher $T$, and, as a consequence, the simulated annealing approach allows for faster exploration of the state space compared to a regular random walk.

**Results**
Figure 15: Distance class partitioning of secondary structure free energy landscapes, exemplarily depicted for an RNA sequence, taken from Xayaphoummine et al. [258], that was deliberately designed to adopt more than one stable low free energy structure. A and B, show both secondary structure states of interest, the MFE structure, and the meta-stable state, respectively. In C, a plot of the MFE representatives for a distance class partitioning with one reference structure is shown. Here, the structure with lowest free energy among the entire ensemble $\Omega$, the ground state, is used as a reference. Apart from the ground state, two additional low free energy states become visible. D Shows the MFE representatives of a 2D projection of the landscape into distance classes with respect to two initially chosen references. For this purpose, the ground state and the completely unfolded chain are taken as reference structures. As in the case of a single reference, the auxiliary low free energy structures can be identified, though with a better resolution. E Substitution of the unfolded chain with the most distant meta stable state obtained from the analysis in D, reveals the separating structure of the landscape between both reference structures. F The number of secondary structure for each distance class derived from taking the ground state and the meta stable state as reference structures.
Figure 16: Barrier estimation and prediction of near optimal refolding paths. Using the same example as in Figure 15, two modes of near optimal refolding path predictions using distance class partitioning, and the more general variant of the Pathfinder algorithm are compared against an exhaustive method that finds the global optimum utilizing the barriers program [68], shown as a black line. A Distance class partitioning. The red dashed line is reflects the estimate by application of a shortest-path algorithm on the graph of MFE representatives. The blue line shows a near optimal path obtained from the Pathfinder algorithm using distance class partitioning without iterative refinement. Although the paths take distinct routes through the actual landscape, all of them correctly predict the limiting saddle point that separates both states with an energy barrier of 19.70 kcal/mol. B The Pathfinder algorithm using a energy directed random walks. Here, many iterations (i = 50) are necessary for the approach to find the correct saddle point of the transition. This behavior was observed by using the regular Gillespie scheme and keeping the best s = 50 solutions in each iteration (red curve), as well as for the simulated annealing approach, with the same number of s and an initial temperature of T = 353.15K, a stop temperature of 283.15, and a cooling rate of 0.99 per simulation step. Within this setting, both methods find the same near optimal refolding path.
As pointed out in Chapter 6.4, prediction of folding kinetics by a direct solution of the master equation is feasible only for systems with a low number of states. The RNA secondary structure free energy landscape is not such a system. Coarse graining approaches can be used to lump sets of related secondary structures into so called macro-states. Using sophisticated transition rates between the macro-states, the resulting partition of the huge structural ensemble becomes manageable again. Though, details may be lost due to the abstraction. Still, Wolfinger et al. [252] successfully applied a coarse graining in terms of gradient basins to enable the prediction of RNA folding kinetics by solving the corresponding master equation.

In this chapter, I present an alternative to the coarse grained RNA folding kinetics approaches discussed so far, the 2Dkin algorithm. Utilizing the distance class partitioning of the RNA energy landscape as presented in Chapter 9, the thermodynamic properties of the distance classes will be used to effectively predict folding dynamics in the coarse grained partitioning. Thus, in contrast to many other methods, an exhaustive enumeration of structure states to generate the landscape before lumping states together is not required. The coarse graining is rather constructed ab-initio, where Boltzmann weights of the resulting macro states are computed via DP. Transition rates between any two neighboring macro states are then estimated from Boltzmann weighted sampling. This renders this approach applicable to RNAs with much larger sequence length, compared to existing methods. Furthermore, the distance class partitioning also allows for a straightforward application to chain growth scenarios, such as co-transcriptional folding, which will be discussed in Section 12.2.

12.1 KINETICS ON 2D PROJECTIONS OF THE ENERGY LANDSCAPE

Before introducing the ideas behind the 2Dkin approach, let me recapitulate the idea of distance class partitioning into κλ-neighborhoods (again). Given an RNA sequence $S$ and two compatible reference secondary structures $s_1, s_2$, all structures $s_i$ sharing the same pair distances $\kappa = d_{BP}(s_1, s_i)$ and $\lambda = d_{BP}(s_2, s_i)$ are grouped together into class $\alpha_{\kappa\lambda}$. The RNA2Dfold algorithm as presented in Chapter 9 can be used to effectively compute thermodynamic properties of such a partitioning. In particular, its classified DP approach allows for computation of the volume of each class $\alpha$, i.e. their partition functions $Q_\alpha$ and corresponding free energy $G_\alpha = -1/\beta \ln Q_\alpha$. Furthermore, structural representatives can be obtained from each class $\alpha$ via stochastic sampling, see 3.4.
TRANSLATION RATES BETWEEN DISTANCE CLASSES  To obtain transition rates between any two macro states, i.e. distance classes, is the most difficult part of any coarse graining approach. As discussed in Chapters 6.1 and 6.4, the rate is essentially determined by the energy barrier along an optimal refolding path between two structures. Therefore, the simplest ansatz for the distance class partitioning is to consider the MFE representatives of each class only, and compute pairwise refolding paths between them. The saddle point, i.e. the intermediate structure with highest free energy, along the resulting paths then determines the separating energy barrier, and transition rates can be derived, e.g. from Arrhenius law. However, such an approach unavoidably neglects all other micro states within the distance class, and the multitude of transitions. Of course, the other extreme would be to compute transition rates from exhaustive enumeration of micro states. However, this would eliminate the benefit of the ab-initio partitioning and turn the approach presented below quite inefficient. Instead, I suggest to estimate transition rates from micro rates between stochastically sampled structural representatives of the distance classes and their corresponding neighbors. Therefore, I adapt the gradient basin rates computation of Wolfinger et al. [252] presented in Chapter 6.4. Given a large enough sample size, the resulting estimates are assumed to converge to the actual rates between the partitions.

In detail, for each distance class $\alpha_{\kappa\lambda}$, a set of representative structures $S_{\alpha_{\kappa\lambda}}$ is sampled according to their equilibrium probabilities. For the micro states $s_i \in \alpha_{\kappa\lambda}$ in the sample set, transition rates $k_{ij}$ to their individual neighbors $s_j \in N(s_i)$ are computed. Using a move set that consists of formation and dissociation of a single base pair, we again use the Metropolis rule for micro rates computation (see also Chapter 6.1)

$$k_{ij} = \begin{cases} e^{-\beta(E(s_j) - E(s_i))} & \text{if } E(s_i) < E(s_j) \\ 1 & \text{otherwise.} \end{cases} \quad (62)$$

Because each neighbor $s_j \in N(s_i)$ differs from $s_i \in \alpha_{\kappa\lambda}$ in exactly one base pair, it is immediately clear which distance class it belongs to. For instance, if $s_j$ originated from $s_i$ by the insertion of a base pair $(p, q)$ there are only two scenarios regarding its distance $\kappa$ to reference structure $s_1$ compared to that of $s_i$. If $(p, q) \in s_1$ $s_j$ is 'one step closer' to $s_1$, hence compared to $s_i$ its $\kappa$ is smaller by 1. Otherwise, the insertion of base pair $(p, q) \not\in s_1$ increases $\kappa$ by 1. The same is true for removal of a base pair, and the distance $\lambda$ to the second reference $s_2$. Therefore, each structure $s_i \in \alpha_{\kappa\lambda}$ has at most 4 neighboring distance classes $\alpha_{\kappa \pm 1 \lambda \pm 1}$ where its structural neighbors $s_j \in N(s_i)$ belong to. For the sake of readability of the equations, I reduce the $\kappa\lambda$ subscript of distance classes $\alpha_{\kappa\lambda}$ to a single value $i$, i.e. $\alpha_i$, below. Furthermore, the notion $\mathcal{N}(\alpha_i)$ will be used to represent the set of macro states $\alpha_j$ in the direct neighborhood of macro state $\alpha$, i.e.

$$\mathcal{N}(\alpha_{\kappa\lambda}) = \{ \alpha_{\kappa'\lambda'} \mid \kappa' = \kappa \pm 1 \land \lambda' = \lambda \pm 1 \} \quad (63)$$
Using the ideas presented in Chapter 6.4, the actual macro rate from distance class \( \alpha_1 \) to one of its neighbors \( \alpha_2 \in \mathcal{H}(\alpha_1) \) can be written as
\[
 k_{\alpha_1,\alpha_2} = \sum_{s_i \in \alpha_1} \text{Prob}[s_i|\alpha_1] \cdot \sum_{s_j \in \alpha_2 \atop s_j \in \mathcal{N}(s_i)} k_{ij}.
\] (64)

Here, \( \text{Prob}[s_i|\alpha_1] \) is the probability to observe micro state \( s_i \) given the system is in macro state \( \alpha_1 \). Unfortunately, this conditional probability can not be easily computed for arbitrary conditions. However, assuming equilibrium within each macro state, this probability is known to be \( \exp(-\beta E(s_i))/Q_{\alpha_1} \), with the partition function of the macro state \( Q_{\alpha_1} = \sum_{s \in \alpha_1} \exp(-\beta E(s)) \), cf. Chapter 3.4. Of course, this assumption may be problematic, especially for the distance class partitioning. There are no direct neighbors \( s_j \) of a micro state \( s_i \in \alpha \) that reside in \( \alpha \) themselves. Still, the structural relationship between micro states taken from distance classes with low-numbered \( \kappa \lambda \) pairs can be considered close, thus equilibrium may be assumed within clusters of neighboring distance classes.

Nevertheless, Equation (64) assumes an exhaustive summation over all members of \( \alpha_1 \). Thus, some modifications are necessary to consider the samples \( s_i \in S_{\alpha_1} \) drawn from stochastic backtracking within \( \alpha_1 \) instead. The first key observation is that each structure \( s_i \in S_{\alpha_1} \) was already sampled according to its equilibrium probability within macro state \( \alpha_1 \). Therefore, a substitution of \( \alpha_1 \) with its corresponding sample set \( S_{\alpha_1} \) leads to
\[
 \tilde{k}_{\alpha_1,\alpha_2} \approx \frac{1}{|S_{\alpha_1}|} \sum_{s_i \in S_{\alpha_1}} \sum_{s_j \in \alpha_2 \atop s_j \in \mathcal{N}(s_i)} k_{ij}.
\] (65)

Of course, the quality of the resulting macro rate \( \tilde{k}_{\alpha_1,\alpha_2} \) now heavily depends on the quality and size of the sample set \( S_{\alpha} \). But, regardless of the sample size, Equation (65) still lacks an important feature for successfully modeling the macro state kinetics of the system, namely reversibility. On average, the rate \( \tilde{k}_{\alpha_1,\alpha_2} \) results in a good approximation, but sampling errors can easily break detailed balance. This becomes clear if the macro rate from \( \alpha_1 \) to its neighbor \( \alpha_2 \in \mathcal{H}(\alpha_1) \) is formulated in terms of \( S_{\alpha_2} \)
\[
 \tilde{k}_{\alpha_1,\alpha_2} \approx \frac{1}{|S_{\alpha_2}|} \sum_{s_j \in S_{\alpha_2}} \sum_{s_i \in \alpha_1 \atop s_i \in \mathcal{N}(s_j)} \frac{\pi_{\alpha_2}}{\pi_{\alpha_1}} k_{ji}.
\] (66)

where \( \pi_{\alpha_x} \) is the equilibrium probability of the macro state \( \alpha_x \) and \( k_{ji} \) the micro rate from \( s_j \) to \( s_i \). Since both sample sets \( S_{\alpha_1} \) and \( S_{\alpha_2} \) are independent from each other, it is not guaranteed that for any \( s_i \in S_{\alpha_1} \), its neighbor \( s_j \in \alpha_2 \) is within \( S_{\alpha_2} \), too, and vice versa.

A simple, yet effective, solution is to take the weighted average of both rate approximations to derive the transition rates from the union of both sample sets \( S_{\alpha_1} \cup S_{\alpha_2} \).
Consequently, any pair of structures $s_i \in S_{\alpha_1}$ and $s_j \in \alpha_2$ is used to compute the back and forth transition rate, and detailed balance is restored. The total transition rate $k_{\alpha_1, \alpha_2}$ between any two macro states $\alpha_1$ and $\alpha_2$ of the $(\kappa, \lambda)$-partitioning can finally be written as

$$k_{\alpha_1, \alpha_2} \approx \frac{|S_{\alpha_1}| \cdot \hat{k}_{\alpha_1, \alpha_2} + |S_{\alpha_2}| \cdot \hat{k}_{\alpha_1, \alpha_2}}{|S_{\alpha_1}| + |S_{\alpha_2}|}$$

$$\approx \frac{1}{|S_{\alpha_1}| + |S_{\alpha_2}|} \left\{ \sum_{s_i \in S_{\alpha_1}} \sum_{s_j \in S_{\alpha_2}} k_{ij} + \sum_{s_i \in S_{\alpha_1}} \sum_{s_j \in S_{\alpha_2}} \frac{\pi_{\alpha_2}}{\pi_{\alpha_1}} k_{ji} \right\}$$

with

$$k_{\alpha_1, \alpha_1} = - \sum_{\alpha_i \neq \alpha_1} k_{\alpha_1, \alpha_i}.$$

**Comparison to Gradient Basin Kinetics**

Comparison of folding kinetics predictions between two different coarse graining approaches can be rather difficult. While the qualitative picture of the corresponding simulations definitely should agree with each other, the actual population densities of the macro states, i.e. the quantitative picture, may be very distinct. This is due to the different partitionings of the landscape. Some macro states that subsume a large volume of the secondary structure free energy landscape in one approach may correspond to such with small volumes in the other, and vice versa. To test the predictive power and potential of the 2Dkin approach, I exemplarily use an artificially designed RNA with distinct low free energy states from Xayaphoummine et al. [258]. Starting with an initial population density of 100% for 3 local minima of the state space, a folding kinetics simulation is performed with the well established Gradient basin approach of Wolfinger et al. [252], and 2Dkin. Results are depicted in Figure 17. As can be seen by comparing the barrier tree with the 2D projection, one deep local minimum is missing in the distance class approach. This is due to the fact that the ensemble consists of two structures similar to the MFE structure but with a 3 nt shift in the 5' stem. Coincidentally, both are members of the same distance class. Thus, only the one with lower free energy is visible in the 2D projection. However, as can be seen in the folding simulations, both methods compare well. The same is true for other examples that are small enough to be feasible with the Gradient basin method (data not shown).
Figure 17: Folding dynamics prediction using distance class partitioning of the 2Dkin algorithm, compared to the well established Gradient basin approach of Wolfinger et al. [252]. The RNA sequence is taken from Xayaphoummine et al. [258]. A Secondary structure plots of (1) the MFE structure, (2) the meta stable state that constitues a cotranscriptionally active kinetic trap, and (3,4) both shifted versions of the MFE structure (see text). B The barrier tree representation of the corresponding landscape. C The distance class representation of the landscape. D-E Simulation results for the Gradient basin approach versus the 2Dkin method starting with an initial population density of 100% for the MFE structure (D), the metastable state (E), and finally the shifted MFE structure (F), respectively. Red, green, and blue curve depict the population density of distance classes containing the MFE structure, the meta stable state, and the shifted MFE structure, respectively. Although quantitatively different, both methods compare very well in terms of quality.
12.2 Folding Kinetics on Varying Landscapes

As shown in the previous section, the distance class partitioning can be used to efficiently predict coarse grained RNA folding kinetics. Nonetheless, the approaches presented so far only consider static secondary structure energy landscapes, i.e. the landscape does not change. Though, in their native environment an RNA certainly undergoes specific changes that reshapes its corresponding secondary structure energy landscape. The most prominent example of such a change that even accounts for all RNAs produced in any living cell is its fabrication, better known as *Transcription*. Here, the RNA immediately starts folding back on itself as soon as it leaves the transcription bubble. Each nucleotide that is added to the nascent RNA results in a growth of the set of compatible secondary structures $\Omega$. Hence, the induced landscape grows with any nucleotide added as well. The same is true for processes where the RNA is degraded. Any nucleotide removed from the polymers ends removes certain states in the landscape. Another example is the change of the environmental temperature. Since the free energy $\Delta G = \Delta H - T\Delta S$ of a loop in a secondary structure consists of an enthalpic part $H$ and a temperature dependent entropic part $S$, the free energy $E(s)$ of any entire secondary structure $s$ changes with temperature as well, lifting or deepening its corresponding spot within the landscape. Further examples of environmental changes that induce a change in the underlying energy landscape of an RNA include the binding of small molecules which stabilize a particular structure or structural motif, or the force of unpairedness of certain stretches of the RNA, e.g. caused by the elongation of the ribosome during translation.

Computational tools for the above mentioned scenarios are very limited. This may be due to the fact that even for the analysis and prediction of RNA folding kinetics on static landscapes, only a handful of computational methods exist (reviewed in [65, 125]). Nevertheless, to date, a few implementations of algorithms to predict the co-transcriptional folding of an RNA are available [257, 77, 182]. Additionally, some of the Monte-Carlo scheme based RNA folding kinetics approaches explicitly included chain growth in their algorithms by restricting the set of possible transitions according to their availability during RNA polymerization (see Chapter 6.3). However, these methods are limited since they either provide only a single co-transcriptional folding trajectory, or require a large amount of repeated executions of the simulation to achieve an over-all picture of the co-transcriptional folding process.

A generalized method that allows the prediction of RNA folding kinetics on varying energy landscapes was presented by Hofacker et al. in 2010 [106]. For each discrete environmental setting, their *BarMap* approach generates a corresponding energy landscape, or a coarse grained partition thereof. Transition rate matrices are then computed for each of these settings to allow for a direct solution of the master equation (see Chapter 6.2). Furthermore, a sophisticated mapping function $M$ is used to map states between consecutive energy landscapes. The actual folding simulation for the...
dynamic energy landscape finally is constructed of short simulations on the individual landscapes, where the initial conditions of a simulation are derived from the final conditions of its predecessor utilizing $M$. Still, the BarMap approach relies on exhaustive enumeration of the energy landscapes, and is therefore applicable only to RNAs of short sequence length.

In the following, I present two new methods that approach the problem of co-transcriptional folding using distance class partitioning. While the first provides a static view on the growing transcript in terms of $\text{MFE}$ predictions, the second approach is based on the ideas in the previous section and allows for the prediction of RNA folding kinetics of the growing transcript.

**Co-transcriptional folding** To predict the secondary structure an RNA adopts after being released from the transcription bubble is a difficult task. It requires to consider the interplay between transcript extension by the RNA polymerase and the refolding kinetics of the nascent transcript towards its (new) equilibrium state. If a small energy barrier separates a structure from the ground state of the partial transcript, refolding is fast and the transcript will permanently stay in equilibrium. In this case, a regular $\text{MFE}$ structure prediction would be sufficient. For high barriers, on the other hand, refolding may take much longer than the elongation of the polymerase, and the RNA gets trapped in a non-equilibrium state. As a consequence, the transcript can reside in a non-equilibrium state for timespans that easily exceed that of a typical RNA molecule in the cell, which is in the range of 1 minute to 1 hour. Therefore, $\text{MFE}$ structure prediction leads to an erroneous result and a potential function of the RNA can be misinterpreted.

Since RNA secondary structure folding kinetics requires much more computational effort compared to a $\text{DP}$ secondary structure prediction, several methods exist that try to circumvent the kinetics part with clever heuristics. The CoFold algorithm, for instance, uses Zuker’s algorithm for $\text{MFE}$ structure prediction, but penalizes long range base pairs with a pseudo energy term that grows logarithmically with the distance of the nucleotides involved [182]. This idea is based on the fact that hairpin helices form first, due to their close proximity of base pairs. Many of these short-range base pairs may then be kinetically trapped in local structures, and are therefore not available for long-range interactions in a more complex structure. However, to date a wide variety of functionally important long-range interactions are known, hence such a simple modification of the energy model appears to be at odds with that [8]. A more elaborate approach was presented with the Kinwalker algorithm in 2008 by Geis et al. [77]. Utilizing the $\text{DP}$ matrices of Zuker’s $\text{MFE}$ algorithm, their method constructs a folding trajectory of intermediate structures. Therefore, optimal helices obtained from partial backtracking in the $\text{MFE}$ matrices are inserted in structure intermediates if (i) they decrease the structures free energy, and (ii) the involved refolding energy barrier allows them to form before more favorable helix alternatives appear due to transcript
elongation. Furthermore, the algorithm extends helical regions whenever possible. Energy barriers are estimated from direct refolding paths between an intermediate structure and the next structure candidate. This renders Kinwalker a fast tool applicable to RNAs with sequences length of up to about 1000 nt. However, this heuristic has its drawbacks, too. When the algorithm constructs more complex intermediate structures, backtracking in the MFE matrices is likely to yield structural elements which induce high refolding barriers, although suboptimal alternatives with a much lower barrier might exist. But these alternatives can not be easily generated from the MFE matrices. Additionally, the usage of direct refolding paths for energy barrier estimation tends to overestimate the actual refolding barrier (see Chapter 4.1). Hence, the derived refolding time gets overestimated as well, and substructures are not incorporated into the intermediate structure although they could be.

Here I suggest an alternative to the above approaches, based on classified DP MFE predictions. Simple MFE predictions for each step of the consecutively growing transcript per se do not reveal much insight, except for a consistent decrease in free energy (see Figure 18A) and possibly a very diverse set of intermediate structures. A classified DP approach with distance class partitioning, on the other hand, can help to follow low free energy structure representatives in the energy landscape while the transcript grows. For the above purposes, the (classified) DP matrices have to be filled only once, using the full length sequence. Predictions for the shorter intermediate subsequences can then be readily obtained from optimal subsolutions. As shown in Figure 18B, using a single reference structure already reveals alternative low free energy states. Though, it is almost impossible to infer likely refolding events between the developing distance classes. However, the addition of another reference structure already yields a pretty good picture of which distance classes might be populated the most throughout transcription.

A simple inspection of the MFEs for each distance class in the 2D projection may be sufficient, see Figure 18C, since the distance class partitioning already yields a lower bound on the refolding energy barrier between any two partitions, and the assignment of distance classes between two consecutive transcription steps is straight-forward. With full details, the mapping $M$ of partitions $\alpha_{k,\lambda}$ obtained for a transcript of length $i$ onto partitions for the transcript of length $i + 1$ is

$$M_{i \rightarrow i + 1}(\alpha_{k,\lambda}) = \alpha_{k + \delta_1,\lambda + \delta_2}$$

with

$$\delta_x = s_x[1 : i + 1] - s_x[1 : i]$$

where $s_x[1 : i]$ is the set of base pairs $(p, q)$ in reference structure $s_x$ with $1 \leq p < q \leq i$. A stack of resulting consecutive MFE predictions of the distance classes can also conveniently be visualized in form of a video.
co-transcriptional folding kinetics  As shown in the previously described method, the mapping between distance class partitions of a growing transcript can be obtained simply from counting base pairs in parts of the reference structure. This observation can be employed to extend the RNA folding kinetics approach presented in Section 12 in order to take a growing RNA chain into account. Therefore, the classified DP matrices only need to be filled once for the full length transcript. This yields all partition functions of the partial transcripts as well, hence all requirements for Boltzmann sampling of substructures are already set. The only computational overhead to extend the RNA folding kinetics approach towards co-transcriptional folding is the actual sampling procedure to obtain transition rate matrices of the intermediate distance class partitionings. Folding kinetics upon chain growth is then predicted according to the BarMap approach \[106\]. Starting with a short transcript, the system is initialized with 100% population density for the unfolded state, and the simulation is performed for the equivalent time the RNA polymerase needs to add a further nucleotide. The population densities of the distance classes derived from a preceding simulation are then mapped to the next partitioning to provide a reasonable start condition. Once the full length transcript is reached, no further mapping is required and the system can be simulated until it eventually reaches equilibrium.

Exemplarily, I show different folding dynamics predictions for an artificially designed short RNA sequence of 73 nt length \[258\] in Figure 19. This RNA was specifically created and experimentally validated to encode a particular cotranscriptional folding path that leads into a kinetic trap, i.e. a meta stable non-equilibrium structure that is structurally very different to the MFE structure. The cotranscriptional folding simulation using 2Dkin was performed with constant transcription speed, and 1,000 samples were drawn from each \(\kappa\lambda\)-neighborhood. Mapping of the arbitrary time units \(\tau\) that are introduced by solving the master equation to physical time scales is difficult, and needs to be calibrated against experimental data. Therefore, the simulation was repeated with 3 different transcription speeds of \(10^0\) nt/\(\tau\), \(10^{-1}\) nt/\(\tau\), and \(10^{-2}\) nt/\(\tau\), respectively. For comparison, the simulation was also repeated for the full length transcript, with the complete initial population \(\vec{p}(0)\) being concentrated in the distance class that subsumes the unfolded state. An analysis of the folding dynamics starting with the MFE structure, and the meta stable structure that constitutes the kinetic trap for cotranscriptional folding, has been shown above in Figure 17, accompanied by the corresponding 2D projection of the secondary structure free energy landscape.

The cotranscriptional version of 2Dkin correctly predicts the kinetic trap for relatively slow transcription speed up to \(10^{-2}\) nt/\(\tau\). Here, the meta stable state appears as a long-lived non-equilibrium state. The strong dependence on the transcription speed was expected, since the formation of the central hairpin helix of the structure that constitutes the kinetic trap involves exchange of base pairs with other, initially forming helices. The time required to exchange the base pairs has therefore be taken into account. On the other hand, superslow transcription speeds would of course not reveal
the kinetic trap, as the RNA would have enough time to adopt its current equilibrium state within each transcription step (data not shown).
Figure 18: Cotranscriptional folding and the potential of distance class partitioning to detect the kinetically trapped non-equilibrium state of the artificially designed RNA from Xayaphoummine et al. [258]. While regular MFE prediction for each stage of the transcription process (A) only shows the obvious drop in MFE, distance class partitioning with respect to the full length MFE structure (B) already reveals at least two further low free energy states and some energy barriers separating them. As shown with the sequence of six transcription stages in steps of 10 nt starting with a partial transcript of length 25 nt, the cotranscriptional folding path can be deduced from visual inspection. While initially (35 nt) the most probable structure is very close to the full length MFE structure, an alternative state closer to the kinetic trap emerges (45 nt). At this time the separating energy barrier between both local minima is relatively small with just about 4.9 kcal/mol. Thus, rapid exchange between both local minima can be assumed. After further 10 nt of transcription, the kinetic trap is energetically much more favorable than any other alternative. The longer the transcript becomes, the higher the energy barrier that separates the kinetic trap from the rest of the structure space (65 nt). Finally, the full length transcript gives rise to the actual equilibrium structure that is, however, energetically well separated from the kinetic trap.
Figure 19: Cotranscriptional folding kinetics using 2Dkin, exemplarily shown for an artificially designed RNA with encoded kinetic trap taken from Xayaphoummine et al. [258].

A The secondary structures of interest: MFE structure (top), and metastable state that is adopted right after transcription (bottom). B 2Dkin simulation of the full length transcript. Starting with 100% population density for the distance class that subsumes the unfolded state.

The remaining plots show the cotranscriptional folding kinetics as predicted with 2Dkin for transcription speeds of $10^0 \text{ nt}/\tau$ (D), $10^{-1} \text{ nt}/\tau$ (E), and $10^{-2} \text{ nt}/\tau$ (F), respectively. The metastable state that constitutes the kinetic trap becomes clearly visible as a very long-lived non-equilibrium state in the last two simulations (see also text).
Part VI

DISCUSSION
The long term goal of computational RNA structure prediction is to deduce three-dimensional structures and tertiary interactions, to realistically test biological and biochemical hypotheses. Current methods are either very demanding in terms of computational complexity, or do not provide sufficient parametrization yet \[175, 203, 94, 263\]. Since RNA folding is generally considered a hierarchical process, where canonical base pairs form first and tertiary interactions appear later, most of tertiary structure prediction approaches still depend on secondary structure predictions. Since it is unlikely that algorithms appear that deduce the 3D conformation of RNAs directly from the primary structure, i.e. the RNA sequence, it remains crucial to provide adequate and reliable tools for the prediction of secondary structures.

In this thesis I presented a broad overview of state-of-the-art DP algorithms for prediction of both RNA secondary structure and folding dynamics. The related work done by me and my colleagues was extensively described in Parts iv and v. This includes the reimplementation of major parts of the ViennaRNA Package \[137\], which is a fast and comprehensive toolbox for almost all secondary structure prediction related problems.

Furthermore, the development of the classified DP algorithm RNA2Dfold \[136\], opens up a variety of perspectives on future research, that would otherwise be infeasible. Its application to predict near optimal refolding paths, and therefore near optimal estimations energy barriers is described in much detail in Chapter 11. Additionally, the potential to use ab initio distance class partitioning to predict coarse grained RNA folding dynamics was discussed in the previous Chapter 12. This allows in silico investigation of conformational changes of RNAs with biologically meaningful sequence lengths of up to 400 nt. Here, not only full length transcripts are considered, but the growing chain of the nascent RNA during transcription is taken into account as well.

The work on RNA/DNA hybrid structure prediction, as presented in Chapter 8, opens up new vistas for the understanding of the interplay between RNA and DNA. Previous approaches were limited to predict (hybrid) structures for only a single species of nucleic acid. With the extension of the nucleotide and base pair sets of state-of-the-art secondary structure prediction DP algorithms, this new method allows one to predict co-transcriptionally occurring RNA/DNA hybrids known as R-loops. First thought of as by-products of the transcription process, these hybrid structures appear to be involved in DNA damage and genome instability \[3\]. The incorporation of all types of intramolecular and intermolecular base pairs between RNA and DNA can be used to develop elaborate simulation tools modeling the transcription process.
itself. For that purpose, the transcription speed can be controlled through intrinsic properties of RNA/DNA intermolecular base pairs, taking the whole interplay between intramolecular and intermolecular pairs into account, whereas today’s methods simply assume a constant speed of RNA chain elongation [66, 114, 257, 77].

With the advent of tools, such as the MC-fold/MC-sym pipeline [175] and RNA-wolf [263], secondary structure prediction became more and more intertwined with tertiary structure prediction. Thus, any improvement made in secondary structure prediction leads to a beneficial contribution to predict tertiary interactions. On the other hand, some ideas taken from 3D approaches can be readily incorporated into existing secondary structure prediction methods, as presented for the non-canonical G-Quadruplex motif in Chapter 10.

Below, some of the most urgent remaining problems concerning structure prediction and RNA folding dynamics will be discussed.

13.1 THE FUTURE OF SECONDARY STRUCTURE PREDICTION

TERTIARY STRUCTURE MOTIFS As mentioned in Chapter 3.8, RNA secondary structure prediction is by definition very much limited in terms of predictive power. This is mainly due to the fact that it neglects loops that arise through non-canonical base pairing, although they are present in almost every native tertiary RNA structure and can make up about 1/3 of all base pairs [129]. However, the extension of existing secondary structure prediction algorithms to non-canonical base pairs is not straightforward. Some of them require distinct spatial orientations of the nucleobases, that are only possible if the nucleotides in their vicinity are arranged properly. But spatial properties are omitted from secondary structure prediction algorithms entirely. Recently developed algorithms that aim to predict non-canonical base pairs therefore abstract from small loops up to a size of 4 that may contain base triples and are enclosed by base pairs of any kind to entire modules of non-canonical motifs (NCM) [175, 263, 221]. These modules are then combined into more complex structures, analogous to loops in secondary structure prediction algorithms. Therefore, such algorithms can be considered 2.5 dimensional structure prediction algorithms, as the results are somewhere between secondary (2D) and tertiary (3D) structures. The bonus of such an approach is that it can be easily extended to variations of the secondary structure MFE algorithm, such as RNA-RNA interaction prediction, suboptimal structure prediction, and consensus structure prediction.

Unfortunately, the parametrization of a scoring function for the individual motifs is very difficult. Only a very limited set of actual free energies of tertiary structure motifs is available [205, 261, 100, 231]. Therefore, these algorithms rely on statistical properties drawn from the frequency to observe a motif within a given context, e.g. in available 3D structures taken from various databases such as the PDB [17]. Although for some examples this so-called extended secondary structure model increases prediction
accuracies, it still performs unsatisfactory for the general case [175, 263]. Nevertheless, by taking structure probing data, such as SHAPE reactivity [157], or constraints of already formed canonical pairs as additional input, the prediction accuracies can be increased substantially. For the latter non-canonical motifs have to be predicted in unpaired regions of the structure constraint only, while probing data allows to add favorable(unfavorable) scores to motif configurations that agree(disagree) with the particular probing procedure. This method has already been successfully applied to regular secondary structure prediction algorithms [151, 49, 239].

While presumably some time needs to pass until a larger set of training data for a proper parametrization of the extended secondary structure model is available, conservative methods that include only a limited number of non-canonical tertiary structure motifs into regular secondary structure prediction methods may be a good choice. This method already lead to various specifications of secondary structure loops, such as hairpins of size 3, 4, and 6, and small interior loops. The energy parameters utilized in today’s secondary structure prediction algorithms explicitly tabulate the sequence variations of these small loops to assign energy contributions that do not fit the simple loop model [228, 39].

The inclusion of motifs as completely separate self-contained loop was already presented for the G-Quadruplex motif in Chapter 10. Although this motif is much larger than the NCMs of the extended secondary structure model, thermodynamic data from melting experiments is available that allows to model its free energy contribution in terms of layer size and linker length [135]. The same approach might be possible for other self-contained, i.e. local, tertiary motifs with a relatively low variation in the nucleotide sequence, such as C-loops, T-loops, and kink-turns [205, 131, 262, 248, 180, 221]. However, to date only a handful of thermodynamic parameters for tertiary structure motifs are available [156, 205, 261, 100, 231], which hopefully will be extended in the near future.

**Base pairs with extended nucleotide alphabet** An additional difficulty for RNA structure prediction poses the existence of non-standard nucleotides. It is well known that structural RNAs may contain modified nucleotides, created by post-transcriptional processing such as RNA editing and pseudouridylation, that usually come with a distinct pairing behavior [61, 118, 143, 76]. These modifications extend the RNA alphabet of the standard nucleotides $\Sigma = \{A, G, C, U\}$, and give rise to a large variety of new (non-)canonical base pairs. However, most implementations of secondary structure prediction algorithms simply ignore modified nucleotides and treat them as special nucleotides that stay unpaired in all decompositions. This, of course impairs the outcome of the prediction, since these nucleotides may very well form base pairs with other nucleotides. On the other hand, if the input data lacks an indication of a nucleotide modification the outcome of a secondary structure prediction may also
be heavily distorted, for instance a modified U often found in tRNAs is pseudouridine, which is known to form base pairs with any other nucleotide A, G, C, and U [122].

Since thermodynamic parameters for some of them emerged within the past years [250, 254, 112, 122], it might be worthwhile to include these additional base pairs in recent secondary structure prediction algorithms to augment the prediction accuracy for RNA sequences with known nucleotide modifications. In Chapter 8 I already presented an extension for RNA structure prediction algorithms alphabet \( \Sigma \). Here, the additional nucleotides originate from the DNA alphabet, and the loop type dependent energy contributions of all possible base pairs, RNA-RNA, RNA-DNA, and DNA-DNA are distinguished and tabulated. The same straightforward modification to existing implementations can be used to incorporate base pairs involving modified RNA nucleotides, provided energy parametrization is possible.

**THE ENVIRONMENT MATTERS** A large simplification made by the nearest neighbor model is the independence of environmental ion concentrations. However, each phosphate group of the backbone of an RNA is negatively charged, rendering it a poly-anion. Therefore, positively charged cations, such as Na\(^{+}\) and Mg\(^{2+}\), can easily bind to the RNA and stabilize its structure. The importance of this stabilizing effect has especially been shown for pseudo-knots, and G-quadruplexes. Still, cations are capable to stabilize regular RNA helices as well [59, 253, 216, 142].

Several models have been proposed [59, 60, 215, 216, 142] that explicitly take the concentrations of certain cations into account. But they are usually used to reassess the energy contribution of a particular secondary structure, instead to predict structures. Although, cation dependence of the stability for self-contained structural motifs such as G-Quadruplexes is local and can therefore directly be incorporated into prediction algorithms, the models propose that the influence on stacks of canonical base pairs depends on the size of the entire helix they are part of. This information, however, gets lost in the recursive decomposition scheme of the nearest neighbor model. Thus, it remains a challenge to develop a model that allows for an adequate estimation of ion concentration dependence while being compatible with the decomposition scheme of secondary structure DP algorithms.

Moreover, in the cellular context, RNAs are not only accompanied by ions in solution. There is a huge amount of other small and large molecules that can bind to specific RNA sequence and/or structure motifs, effectively distorting the underlying secondary structure energy landscape [82, 198, 181]. Bacterial riboswitches, for instance, control gene expression transcriptionally and posttranscriptionally by ‘sensing’ small ligand molecules within the cell [198, 183]. These ligands usually bind to specific structural ‘pockets’ that mostly consist of well-defined sequence motifs, and thereby stabilize loop motifs such as hairpins, interior loops, or multi loops [102]. Despite the availability of thermodynamic parameters that describe the ligand contributions to the overall structural stability, these external factors are virtually always omitted from
structure prediction algorithms. Therefore, accurate prediction of meta-stable states for riboswitches is impaired, as the stability of the corresponding structure motifs may be drastically underestimated [86, 82].

**Hard and Soft Constraints** In principle, the nearest neighbor energy model can be adapted to situations where ligands with well-defined stabilizing contributions bind to specific sequence-structure motifs. As long as binding is local, the involved loops can be assigned an auxiliary (pseudo)energy that reflects the stabilizing effect. This method can be considered as soft constraint for the prediction algorithm. An additional application of soft constraints is their potential to allow guided secondary structure prediction using experimental structure probing data. This is especially important, since in the last years several high-throughput methods were developed that indicate the presence of looped or paired regions of RNA structures *in vitro*, and *in vivo* [246, 166, 230, 245] by structure probing. Although these methods do not identify actual pairing partners of a single nucleotide, sophisticated algorithms can be used to deduce secondary structures that align best with the provided probing data [151, 49, 239].

On the other hand, some proteins or enzymes that bind to parts of the RNA, e.g to recruit more complex cellular machinery, tend to mask nucleotides, rendering them inaccessible for the formation of alternative structure configurations. The nucleotides involved may then be forced to stay unpaired, or remain in a particular paired conformation [95, 149, 85]. For RNA structure prediction, these situations can be handled computationally by restricting the possible decomposition paths using so-called hard constraints. Consequently, this method removes a set of certain secondary structures from the ensemble, and therefore from the solution space. Of course, special care has to be taken in terms of ergodicity when using hard constraints for RNA refolding analyses.

While hard and soft constraints can be utilized for a large variety of purposes, most actual implementations of secondary structure DP algorithms offer only a limited constraint feature set. Thus, to enable prediction of a more complex interaction of RNAs with its environment, a generalized structure constraint approach needs to be developed.

### 13.2 RNA Folding Dynamics

The importance of RNA folding kinetics has been repeatedly discussed throughout this entire thesis. Not only is efficient folding dynamics prediction required to understand the mode of action of an RNA that performs its function through structure transition, like metabolite sensing riboswitches or RNA thermometers [178, 168], but the emergence of an RNA in the cell itself is heavily linked to folding kinetics. The nascent RNA that leaves the transcription bubble already folds back on itself and requires con-
secutive refolding events towards its native ground state. This process is well known as *Cotranscriptional folding*, and can lead to long-lived non-equilibrium states that may surmount the average life span of an RNA in the cell \[125\].

Unfortunately, the prediction of the dynamic behavior of RNA folding is a computationally demanding task (discussed in much detail in Chapter 6). While Markov Chain - Monte Carlo (MCMC) methods follow only a single folding trajectory out of exponentially many, holistic approaches that consider the entire ensemble of structures to solve the *master equation* of the underlying Markov process usually depend on exhaustive enumeration of the ensemble. Consequently, existing methods are still mostly applicable to RNAs with relatively short sequence lengths of at most 100 nt.

**Ab-initio coarse graining** Coarse graining of the structure space provides a possible lift to this limitation. However, to successfully apply a coarse graining technique to longer sequences, the properties of the resulting macro-states and the transition rates between them must be computed efficiently. Since exhaustive enumeration of structures is out of question for longer RNA sequences, other means need to be utilized. For instance, folding dynamics may be predicted by restricting the set of possible conformations to just a few representative states and structures close by. Tang et al. \[217, 218\] already proposed such a method where macro states and transition rates are approximated through Boltzmann sampling from the ensemble. The most difficult part of such methods is to generate a structure set that adequately represents the actual, vast ensemble of structures. But this is not guaranteed by regular Boltzmann sampling approaches, since very large sample sizes may be required to obtain structures that deviate from the ground state in terms of free energy. This dilemma is depicted exemplarily for two RNA sequence in Figure 20.

As an alternative, classified DP approaches as introduced in Chapter 3.6, can be used to create structurally diverse samples by *ab-initio* partitioning the structure space and sampling from within the generated partitions. In Chapter 12, I already presented a technique that uses distance class partitioning with respect to two reference structures to effectively predict their population densities over time. The proposed idea, however, is not limited to this particular classification. In fact, it can be easily adopted to other classifications, such as distance classes with larger numbers of reference structures, or abstract RNA shapes, as presented in Section 3.6.

**Distortion of the Boltzmann ensemble** The drawback of classified DP approaches is, however, the increasing runtime requirements for more sophisticated partitionings, cf. Chapter 3.6. Therefore, it remains to be investigated, if computationally cheaper methods, such as *soft constraints* used to distort the partition function $Q$, are able to yield diverse enough samples that can be further taken as input for *a posteriori* classifications. In fact, the application of sophisticated pseudo-energy terms that favor
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Figure 20: The bottleneck of Boltzmann sampling from the structure ensemble to construct the energy landscape is the sample size $N$. While for short RNA sequences sample sizes of some million structures may be sufficient to approximate large portions of the actual structure space, they need to be increased to billions of structures for sequences already close to 100 nt. Exemplarily shown are MFE representatives obtained from 2D projections of the structure ensemble for two RNA switches. For both the two corresponding low free energy conformations are used as reference structures (see also Chapter 9). Depicted from left to right are (i) the full structure ensemble, (ii) the ensemble obtained by Boltzmann sampling of $N = 1,000,000$, and (iii) $N = 100,000,000$ structures. A Small artificially designed RNA switch with sequence GGCGCGUUCGCCCUCCGCUAAAUGCGGAAGAUAAUUGUGUCU and low free energy conformations of $-17.7$ kcal/mol (MFE) and $-17.2$ kcal/mol (Meta). Sample sizes of $N = 1,000,000$ and $N = 100,000,000$ generated 1,491, and 7,877 distinct structures, respectively. B 73 nt long artificially designed RNA [258] with two low free energy conformations of $-40.9$ kcal/mol (MFE), and $-40.0$ kcal/mol (Meta), respectively. The unique structures drawn from Boltzmann sampling amount to 1,777 ($N = 1,000,000$), and 11,702 ($N = 100,000,000$).
structures within certain parts of the secondary structure free energy landscape may be used for that purpose.

An example for such an approach that borrows the ideas of 2D projections of the free energy landscape, as introduced in Chapter 9, is presented below. Instead of using a classified DP algorithm that ab-initio partitions the structure space into distance classes according to the reference structures s₁ and s₂, the distorted Boltzmann ensemble

\[ Q^D = \sum_s e^{-\beta(E(s) + x(s) + y(s))} \]  

(69)

is used to draw representative structure samples. Here, the two soft constraining pseudo-energy terms \( x(s) = x' \cdot d_{BP}(s, s_1) \) and \( y(s) = y' \cdot d_{BP}(s, s_2) \) with constant parameters \( x' \) and \( y' \) can be used to favor \((x', y' < 0)\) or disfavor \((x', y' > 0)\) structures according to their distance to the reference structures \( s_1 \) and \( s_2 \). Consequently, on average Boltzmann sampling generates structures in the vicinity, or far away from the reference structures, respectively. Using this approach it is even possible to align the equilibrium probabilities of \( s_1 \) and \( s_2 \) with that of the MFE structure \( s_{MFE} \). Therefore, the distance dependent pseudo-energy factors \( x' \) and \( y' \) have to be chosen such that their equilibrium probabilities \( p(s) = \exp(-\beta E(s) + x(s) + y(s))/Q \) are all equal, i.e.

\[
\begin{align*}
    e^{-\beta(E(s_1) + x' \cdot 0 + y' \cdot d_{BP}(s_1, s_2))} &= e^{-\beta(E(s_2) + x' \cdot d_{BP}(s_1, s_2) + y' \cdot 0)} \\
    e^{-\beta(E(s_1) + x' \cdot 0 + y' \cdot d_{BP}(s_1, s_2))} &= e^{-\beta(E(s_{MFE}) + x' \cdot d_{BP}(s_1, s_{MFE}) + y' \cdot d_{BP}(s_2, s_{MFE}))} \\
    e^{-\beta(E(s_2) + x' \cdot d_{BP}(s_1, s_2) + y' \cdot 0)} &= e^{-\beta(E(s_{MFE}) + x' \cdot d_{BP}(s_1, s_{MFE}) + y' \cdot d_{BP}(s_2, s_{MFE}))}.
\end{align*}
\]  

(70)

Consecutive sampling from distorted Boltzmann ensembles with a good choice of different pairs of \( x' \) and \( y' \) may then yield a diverse set of secondary structures suitable for landscape approximation and a posteriori macro state partitioning.

How well this method scales for short and long RNA sequences, and if it provides the means for adequate approximation of macro states, such as distance classes, to predict coarse-grained folding dynamics will be part of future research. Nonetheless, such an approach highlights the potential of constraints in secondary structure prediction (as discussed in the previous section). Especially, since it is not restricted to two reference structures \( s_1 \) and \( s_2 \), but allows for an arbitrary number of reference structures, which enables to triangulate small subspaces in the high-dimensional secondary structure landscape.

cotranscriptional folding Every RNA in a cellular environment of a living organism is produced by a process called transcription, where an enzyme, the RNA polymerase, covalently connects single ribonucleotides according to the complementary sequence of the corresponding DNA template. As soon as the nascent RNA leaves the transcription bubble, it folds back on itself to adopt an energetically favorable structure.
However, with every transcription step the sequence is extended by an additional nucleotide, and the optimal structure for the partial transcript constantly changes. Therefore, the RNA undergoes several refolding processes from transient structures to its new native state. Depending on the stability of a transient structure, the transcription speed, and the energy barrier that has to be surpassed for the structure transition, the RNA may become stuck in a so-called **kinetic trap**, a transient non-equilibrium state that may be very long-lived.

As a consequence, pure thermodynamically driven methods, such as MFE prediction, that assume the RNA in equilibrium can lead to very different structures than observed in living organisms. Thus, it is of much importance to provide methods that enable the prediction of secondary structure by taking the transcription process into account. Some approaches for this purpose that use heuristics instead of simulating the entire folding process have already been presented in Chapter 12.2. However, their number is very limited and the heuristic assumptions are sometimes questionable. Therefore, new methods have to be developed that allow for the assessment of native, possibly non-equilibrium structures by explicitly accounting for transitions between transient states, especially for longer RNA transcripts.

The **Kinwalker** approach [77] seems to provide a good foundation for further extensions, since it seems to be possible to address the drawbacks of this method with recent advances in RNA secondary structure bioinformatics. On the one hand, new efficient energy barrier estimation techniques emerged [58, 136], that do not restrain themselves to direct transition paths. The application of such new methods very likely improves the accuracy of predicting whether or not a particular transient structure undergoes larger refolding when further nucleotides are attached to its sequence. On the other hand, the way how **Kinwalker** deduces transient structure candidates definitely needs to be improved. Since the algorithm constructs candidates by merging a current structure with optimal substructures drawn from the MFE matrices, it requires larger refolding and thus introduces high energy barriers, the longer the transcript becomes. This is due to the fact, that the substructures obtained from backtracking in the MFE matrices tend to be structurally far away from the current state of the transient structure, after all, they only represent the most probable ones, and do not need to merge well into a non-equilibrium state.

To avoid large structural changes and to allow a more fine grained prediction of the cotranscriptional folding trajectory, alternative, non-equilibrium structure prediction needs to be applied. For this purpose, the use of hard constraints in structure prediction may be a promising technique. Therefore, (parts of) the current transient structure can be used as hard constraint for conditional structure prediction through subsequent MFE forward recursions. Backtracking in the resulting constrained MFE matrices then yields substructures that are more closely related to the current transient state, and therefore more likely to be adopted. This heuristic also makes sense from a molecular biology point of view. An RNA structure is more prone to undergo a transition into
a more or less closely related state, than to refold a major part at once, as the original Kinwalker heuristic assumes.

In contrast to that, advances in computational RNA folding kinetics also contribute largely to the problem of cotranscriptional folding prediction, of course. Although to date only applicable to relatively small sequence lengths of about 100 nt, more efficient methods, such as \textit{ab initio} coarse graining, enable the analysis of RNA sequences with sequence lengths of up to 400 nt already. This was shown in Chapter 12. The current drawback of this method is the involved sampling strategy. It requires a large amount of computations, after all stochastic backtracking from the 2D distance classes requires an additional factor of $n^2$ compared to regular stochastic backtracking from the ensemble. However, the ansatz to successively distort the Boltzmann ensemble with elaborate pseudo-energy functions and draw samples from the deformed secondary structure free energy landscape, as described above, shows promise that even more efficient methods can be developed.
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