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ABSTRACT

The increasing complexity of models explaining the spatiaic-
ture of RNA molecules require visualization methods thap le
analyze the validity of these models. In this article, wesider
the visualization of so called folding landscapes in thescafsa
growing RNA molecule. These folding landscapes may be thbug

of discrete energy or fitness landscapes and tend to be hube an

high dimensional. They are reduced to a so called barrierttrat
reflects the essential properties of the landscape sucltalsnon-

ima and saddle points between them. For each sequence te#ngth

the growing RNA chain, there is a folding landscape. We \ligaa
the sequence of folding landscapes by an animation of the-cor
sponding barrier trees. To do that, we adopt the foresighdaua
with tolerance algorithm for general dynamic graph layordtp
lems. Since it is very general, we give detailed account tthea
phase: constructing a supergraph for the trees, layoutattiper-
graph using a modified dot algorithm, and presentation tecies
for the final animation.

CR Categories: G.2.2 [Discrete Mathematics]: Graph Theory—
Trees

Keywords: graph drawing, dynamic graph, RNA folding, energy
landscape, fithess landscape, barrier tree

1 INTRODUCTION

1.1 Biological Background

Ribonucleic acid (RNA) is a biopolymer, i.e. a chain of cavdly

bound nucleotides. There are four different types of nudes or
bases found in RNA: adenine, guanine, cytosine, and urBiiA

molecules play an important role in many biological contextg.
protein synthesis. The biological function of a RNA molexid de-
termined by its spatial structure rather than the actualisece of
nucleotides. This structure is build up in a process calbditfig by
building up hydrogen bonds between nucleotides. Not allmoat
tions of nucleotides are legal or energetically equal. Tdldifig

reaction releases some energy. For simplicity sake, oftintbe
secondary structure is considered. Téasondary structureis just a
list of base pairs that describe, which nucleotides are eciea by
hydrogen bonds. Secondary structures are the backbone sp#x
tial structure and determine most of its properties, e.g.ghergy,
yet are mathematically simple enough to easily operate Withile
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the number of possible spatial structures grows exporigntigth
the length of the base sequence, only few of these structuees
found in nature. It is assumed that a RNA molecule is ablelfdlfu
its purpose only with a certain structure, the native state.

Various methods have been proposed to explain and predict th
structures of RNA molecules. A very simple attempt to pretlie
structure is to find the secondary structure with maximum Ineim
of legal base pairs. This method is not biologically motatind
does not predict the correct structure. A better attempt isak for
the structure with the lowest free energy, i.e. the structunere the
most energy gets released during the folding from the cotelyle
unfolded state. Since most physical processes are matitgten-
ergy minimization, the structure with the lowest free eneignds
to be the most stable, and has thus the highest probabiltgafr-
rence. When all other structures along with their free epeng
taken into consideration too, one can estimate the transitites
between the configurations using only the differences offtee
energies and compute the probability of occurrence by sglha
system of differential equations [3]. A problem for this ined is
the size of the transition matrix caused by the huge numbposf
sible configurations. This thermodynamic approach assuhas
each transition can be done directly, it neglects propeiethe
corresponding refolding reaction. A refined version of thertno-
dynamic approach is given by Flamm [5] and assumes transitio
only to take place between neighboring configurations. Tew-c
figurations are neighbors, if their structural differenege smaller
than a given threshold. For instance, two configurationsheeseen
as neighbors, if their secondary structures differ by ontg base
pair. The whole configuration space can be transformed itame
graph with edges between neighboring structures. If thesiral
dissimilarities between two configurations are small, tifiedence
in energy will be small as well. The neighbor graph along wfite
energy specific to each configuration can be imagined as eetisc
energy landscape. A folding or refolding process can thedese
scribed by a path in the graph or a walk in the energy landsdagpe
each such path there exists one structure of maximum fregyene
called themaximum. Thebarrier between two configurations is the
smallest maximum of all paths between the two configuratitires
structure refolds it has to overcome at least this energsidrai he
transition probabilities between two neighboring confeions can
be calculated directly like in the thermodynamic approaahthe
transition probabilities for non- neighboring configuaats has to
consider all paths between the two configurations and athete
tary steps on these paths. All this information can be storedso
called barrier tree, leaves representing local minima aneti ver-
tices representing the barriers between them. Fig. 1 showgam-
ple of a barrier tree for a very simple landscape. Barriegesrare
constructed by successively flooding the valleys of the daafe.
A barrier is found at the point where the lakes of two valleyis
A detailed description of generating barrier trees frondissapes
is given by Flamrret al. [6].

The thermodynamic approach with respect to the kinetic prop
erties of the folding still does not fully represent realitRNA



Figure 1: a very simple landscape and barrier tree
In addition to normal trees each vertex of a barrier tree hl®an energy
value attached, that corresponds to the energy of the fplclimfiguration
it represents. To determine the barrier between two localma, one just
has to find the vertex in the barrier tree that has both lesy@esenting the
local minima as transitive children and the greatest tagiold distance to
the root of the tree.

molecules are often short lived and does not only fold afiet,
also during synthesis [12]. Similar effects take place, méie RNA
molecule travels through a narrow pore, unfolding on one sidd
refolding on the other [9]. Itis believed that these effdeise a sig-
nificant impact on the native state by selecting one of theyaoal

minima of the folding landscape. These processes are thofigs

a growing chain of nucleotides that folds while new nucléesi are
added. Parameters for this process are the temperature sf/fh
tem and the growing rate of the nucleotide chain. The onlioogpb

determine the final state is to fully simulate the processljféerent

parameters can lead to totally different solutions. Forhegltain
length there is a folding landscape in which the current ke
folds until the next nucleotide is added.

1.2 Visualization Problem

Visualizing all of the folding landscapes may help to detesrthe
final state independent of the simulation and the simulgtemam-
eters and help to understand the full process. The foldinddeape
for the new chain does have a strong similarity to the previand-
scape and it makes sense to determine folding configuratichs
new landscape that are most similar to configurations of tee p
vious landscape based on structural similarities. To ifletie
successor of a structure that is a local minima, one would ata
the structurally most similar configuration of the next lacape
and travel along the gradient of this energy landscape twalae

This process is mostly determined by the generation of alafypw
that graph, thaplaces vertices in an vector space amalites edges
to connect the vertices. The layout of a graph has propettigts
can be measured with certain cost functions, like area ofymut,
number of edge crossings, distribution of vertices and edged
congruency of isomorphic structures. Esthetic criterieeiaeen es-
tablished that try to make visually pleasing drawings. Striteria
often include maximizing or minimizing one of the cost fuoats.
As not all esthetic criteria can be obeyed simultaneouslgyaut
algorithm generally makes a trade-off between them. Thd 6él
static graph layout creation has been intensively resedraithe
past decades. There exist good overviews for this topid@117]).

Moen [14] was one of the first to consider the dynamic tree
drawing problem. However, his motivation was to presentea tr
that does not change except for hiding and unhiding subtfEles
change can be seen as a replacement of a subtree by a leaf and
vice versa. Moen'’s algorithm efficiently computes the layafithe
tree after such a change from layout information before ti@ge.
Cohenet al. [2] give detailed algorithms and data structures for
a number of graph classes that are suited for graph editistgis\s
and visualization of operations on data structures (e.d.-Avees).
These works mainly considered changes to graphs that fesuit
interaction with a user in the case of graph editing and birogvs
and were motivated by reusing large parts of the layout irotd
not having to recompute them. Reusing layout informatiso alas
a strong impact on the perceived quality of the presentati@dy-
namic graph. North [15] tried to measure the quality of ametgm
to make good dynamic drawings based on incremental or dymami
stability, i.e. the property of an algorithm to produce veignilar
layouts for graphs that differ only slightly. He applied bizncepts
to the drawing of dynamic directed acyclic graphs. Mista. [13]
introduced the formal concept afental distance that tries to for-
mally described the difference of two layouts and thus thegieed
stability layout of a dynamic graph. As all graph drawingudgct
to certain esthetic criteria, he added the criterion “preisg the
mental map” to the esthetic criteria of dynamic graph drawiHe
refined this criterion: In th@rthogonal ordering the left-to-right,
and up-down order of vertices stays the sameximity relations
are preserved, if the relative distances of vertices and®dges not
change. Théopology is preserved, if vertices and groups of vertices
of one region stay in that region. The mental distance of @y |
outs is the number of times one rule is broken. Frishman ahi@Tra

cal minima. Multipl(_e local minima may have the same sucaesso presented an algorithm that draws dynamic clustered gemraahs
and some local minima of the new landscape have no predecesso using an incremental force directed method. Their algoritien-

These changes to the landscape can be adopted for the cordesp
ing barrier trees, e.g. merging of local minima can be thowgh
as a replacement of a subtree by a leaf, creation of localnmaini
as adding leaves or subtrees. Due to the size of the landsdhpe
series of folding landscapes should be visualized by asefibar-
rier trees. These barrier trees share some common infam#tat
should be presented accordingly, i.e. they should notcttnare at-
tention than the parts that differ. Instead of visualizingeguence
of barrier trees that have some redundancy, one can alsdagy t
there is just on barrier tree that changes with time in a way tie
barrier trees of the sequence are snapshots of it at cemaitsppf
time. In this work, we will thus view this problem as a dynamic
graph drawing problem. As an abstraction, we define the probl
as follows: Given a sequence of barrier trees and leaf mgppin

erally preserves the mental map, but improves the layogitj, if

a static graph drawing esthetic criteria is not met anym@ihl
and Gorg [4] propose a general scheme to layout dynamichgrap
if all graphs of the sequence are known prior to layout cogati
This scheme seems mostly independent of the class of thbgrap
and the layout algorithm used. Thé&oresight Layout with Toler-
ance algorithm makes a trade-off between static and dynamidgrap
drawing esthetic criteria based on a tolerance parametea first
phase asupergraph is constructed that contains all graphs of the
sequence as subgraphs. Then the layout of this (staticjgrapé

is determined and used as blueprint for the layout of the rsydts.
The layout of the subgraphs is further improved to meetestaaph
drawing esthetic criteria, but its mental distance may rifi¢dby
more than the tolerance parameter from the blueprint layBug-

where leaves of one tree are mapped on leaves of the following sentation of the sequence is done using morphing geomdts in

tree, determine the layout of all trees such that in a presientthe
mental map is retained.

2 RELATED WORK

Drawing a graph is the process of transforming topologicappr-
ties of the graph to geometric objects in a graphical repitasien.

mation between the single subgraphs. Gorg and Diehl [1®héu
improve their scheme with the notion of theportance of a vertex

or edge. This importance is a measure for the number of times a
vertex or edge is present in the graph sequence and is used to i
prove the visual quality of the layouts.

In this work we adapted this scheme. Since it is very general,
we optimized each of the phases to fit our dynamic barrierdpee



plication. The supergraph we construct from the barriee &e-
guence will be an directed acyclic graph (DAG). For the layaiu
this supergraph we implemented and modifieddbtealgorithm by
Gansneet al. [8].

3 CONSTRUCTING THE SUPERGRAPH

Definitions In the following, G = (V,E) denotes a directed
graph,V the vertices and& CV xV the edges of5. A pathin a
graphGis a list of vertices o5, where each two successive vertices
of the list are connected by an edge&fand no vertex occurs more
than one time in the list. The only exception to this is, the t
first vertex is the same as the last. Such a path is called k.circ
A path or circle is called directed, if all vertex connectiadges
point in the same direction. A directed acyclic graph (DA& )i
directed graph that does not contain directed circlpathg(u, V)
shall be true, if and only if there is a directed path frao vin G.
odegg (V) denotes the number of edges®that point away fronv.

Ti = (Vi,E) is arooted tree and also a directed acyclic graph, where
all edges are oriented to point away from the root towardehagés.

Li denotes the set of leaves of the tlg@ndF an arbitrary subset

of Lj. Lg(v) is the set of all verticew that satisfypathg (v, w) and
odegg(v) = 0. In a tree, these vertices are leaves, in a directed
acyclic graph, they are sinks. Thug(v) assigns the set of leaves/
sinks that can be reached fromo each vertex. 2M denotes the
set of all subsets d¥l.

3.1 Problem Definition

The problem of the supergraph to a sequence of trees witirapf
pings is: given a sequence of rooted trégs. ., Ty with

VO<i,j<n:(i#j—>MVnV;=0)
and
YO<i<n:VveV:odeg; (v) #1

and a sequence of leaf mappin@s. .., fy with fi : F_1 — Lj, find
the smallest graps = (V, E) and a global mapping of tree vertices
on supergraph verticds= (J_oki, ki : Vi — V, k injective, such
that

1. Gcontains all trees:
YO <i <n: (k(Vi) C GAY(uV) € E; : pathy (ki(u). ki(v)))

and each path fromto v does not contain vertices frokn(V;)
exceptu andv.

. G conforms to the leaf mapping:
vi<i<n:vVuveVig:(fi(u) # fi(v) — ki(fi(u) # ki(fi(v)))
. G conforms to the topological properties of all trees:

VO <i<n:VuveV: -path (u,v) — —paths(ki(u),ki(v))

3.2 Motivations

The first step of thé&oresight Layout with Tolerance algorithm [4]

is to construct a supergraph of all the graphs in a sequenbe. T
supergraph is the smallest graph that contains all graptitsecfe-
quence as subgraphs. To accomplish this, it is necessanyoto k
which vertices of the graphs should be considered equaf.rhap-
pings between successive trees are used as a base for tésqro
however this can only be applied directly to some of the |sadfe
the trees. The identification of equivalent inner verticed keaves
that result from merging leaves of the previous tree is nouiatr

This identification should not be motivated by graph theéonetin-
imization, but to reflect properties of the correspondinuiscapes.
A barrier tree not only stores barriers between local miniinalso
gives a rough and abstract view on the topology of a landscape
These topological properties of the landscape can and willded

to identify inner vertices shared between barrier treesfoif in-
stance, an inner verte has two leaves as its children that are
mapped to two different leaves of the following tree havihg t
same parent, the inner vertexu and the parent can be seen as
topologically equivalent. If the leaf mapping is extendgdthis
new information, further parts of the trees can be processeaten-
tify further inner vertices as equal, and quickly identigpmorphic
structures between the barrier trees that still reflect daé map-
ping. This takes only the topology of the barrier tree intoaat.
The energy information about each vertex is neglected.

This procedure ends abruptly as soon as there is the slightes
topological difference in a barrier tree. In practice, thisct be-
havior results in a large number of vertices that are not icened
equal. This is avoided by identifying equal inner verticasdxd on
the set of local minima that can be reached from the corraspon
ing barrier just by descending in the landscape. In Fig. Baex
e and j are considered to be equal, because the set of leaves that
can be reached from them is equal under the leaf mappingc¥srt
d andi are not equal because the set of leaves that can be reached
from them,{a, b} and{g,h} respectively, are not equal under the
leaf mapping. Such cases are very common and border mostly on
the change of the height of barriers between successive. tidee
supergraph in that case is no longer a tree, but a directediacy
graph (DAG). This is unavoidable, but the supergraph willaals
be at most a DAG.

Imagine that the barrier swap from Fig. 2a is reverted at time
t+ 2. The tree at timé-+ 2 conveys exactly the same information
as the tree at time+ 0. It contains an inner vertex that is not equal
to any vertex of tre¢+ 1, but equal to verter. This vertex should
not be inserted in the supergraph as it does not represent’ “ne
information. But this fact cannot be concluded by lookingrae
t+ 1 alone. Considering all past trees can get quite compticate
it is much easier to just look into the supergraph for the pass.
The supergraph can and will be used as a data structure tklyjuic
identify equal inner vertices of the barrier trees. It is@éit to
construct the supergraph iteratively. To determine theeggraph
for the treesly to T,;.1, we use the supergraph of the trdgdo Ty
for identification of equal vertices and add any new inforioratve
gain from tre€lp 1.

Fig. 2b shows another common case of change in the energy
landscape. Often barriers disappear, and local minima gegenal.
Obviously our “set of leaves” approach fails in that case, \thr-
tices c and d would not be considered eqyal, b} vs. {d}). The
solution is to temporarily add the mirror verticesandb’ as chil-
dren tod and modify the leaf mapping. Nowandd will be con-
sidered equal. This method also works, if more than two leave
merge or the merging leaves do not share the same parenteerg
leaves must be marked as inactive in the supergraph, so tiley w
not be considered for the “set of leaves” of other inner eesi In
Fig. 2c a leaf vanishes, i.e. it is not part of the leaf mappinhgis
may happen, because the number of leaves is usually redutieel t
most relevant ones, and a relevant leaf may have a non re¢lsyen
cessor. In such a case the ledf {s marked as inactive and is not
considered for the set of leaves. This leaves us with thel@mob
that the verticex ande of treet + 0 have the same set of leaves
({a,b}) and thus vertey is considered equal to both vertices. In
that case the vertex that is farthest from the ra)tof the tree is
selected. What becomes apparent now is that thet trek is not
really a subgraph of the supergraph, because it lacks anfealge
g,i toc, j. The supergraph is still an expansion of tteel. The re-
moval of transitive edges has little to no effect on the dualf the



Figure 2: examples of elementary landscape and barrier tree changes
Each figure shows how the energy landscape changes, itestize barrier
trees (only the topology is shown) and the leaf mappings aod $iow the
supergraph should look like for the following cases: barsiwap (a), leaf
merging (b), leaf vanishing (c), leaf creation (d).

final presentation but reduces the size of the supergraphraady
improves the performance when the layout of the supergmade-i
termined. In Fig. 2d a leaf is added to the tree. This is theadir
opposite of the previous case. The edge f®tuo cis replaced by

a path(i, j,h) and the new leaf is added at the appropriate location.
Again the supergraph is an expansion of treeD.

These operations are considered elementary and are thenly
erations we observed in our datasets. However, it is exgdbte
multiple elementary operations happen between successig® of
the sequence. While creation, deletion, and merging cahapgen
to the same leaves of a tree simultaneously, these opesatiahthe
modification they imply on the supergraph do not affect eableo
Also creation, deletion, and merging happen at or near theeke
while barrier swaps can only modify inner vertices. So these oper-
ations also do not affect each other and can be done separatel

3.3 Construction
For each directed grap@ = (V, E) define the functiomnarkg as:

markg : 2V v

M {vLG(v)c ULG(U)}

ueM

—

The operation of this function may be described as this: ti&tar
from the vertices oM all incoming edges are marked. If all out-
going edges of a vertex get marked in that process, thatweste

added toM and the process continues. The process ends, if no

more vertices can be addedNb Fig. 3 illustrates this. Obviously
M C marks(M) andM = 0, if and only if marlg(M) = 0. Unlike
the exampleM does not have to contain leaves/ sinks only.

The functionmatchg reduces a mark to the topmost layer:

matchs : 2V — 2V
M — marks(M)N{v|V(u,v) € E:u¢ marks(M)}

For the example in Figure 3natchg(0) = 0, matchg({1}) = {1},
matchg ({3}) = {5}, matchg({1,2}) = {4}, matchc({2,3}) =
{25}, matchg({1,2,3}) = {6}

ConstructG iteratively: Go = Tp, Vv € V : ko(v) = v. Con-
struct G = (V/,E/) andk : Vi — V/ from Gi_1 = (V/_;,E_;),

ki—1:Vic1 — V4, T = (M,E) andf as follows:

()
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Figure 3: Example for the marks function
The result is illustrated by vertices with thick lines.
top left to right: marlg(0), marks({1}), marks({2}), marks({3}).
bottom left to right: mark({1,2}), marks({1,3}), marks({2,3}),
marks({1,2,3}).

Determine the active part of the Supergraph 1, this is much
easier than tracking inactive (deleted or merged) parte@btiper-
graph:

Gl = (A, Ki)

A= {v\ve\/i’,lAHI €L :patfb,,l(wka_l(l))}

Ki=E ;NA xA

For each vertex of the treg determine the set of leaves @f
that can be reached from that vertex:

MV — 28
u — {vlveLjapath (uv)}

For each vertex of the tree determine liésf set i.e. the set of
vertices of the active part of the supergraph, that map omafire
M; because of the leaf mapping:

Bi:V, — M
v o~ {ka(w)] fi(w) € Mi(v)}

Using thematchg function find vertices of the active part of the
supergraph with the most similar set of leaves:

li(v) = matchy (Bi(v))

Determine all children of a tree vertex that have an enigdy
set. These children are vertices that are created in the cubgemier
tree. Note that, if all children of a tree vertex have an empaf
set, that vertex will have an emptgaf set also and is thus a newly
created inner vertex of the barrier tree.

ni(v) = {wl (v,w) € E ABj(w) = 0}
Barrier tree vertices can now be categorized:

e fresh(v) iff lj(v) = 0. vis a new vertex in the current barrier
tree.

e matching(v) iff |lj(v)| = 1Ani(v) = 0. In that case an equiv-

alent vertex has been found in the supergraph. This vertex is

the one element df(v) and no child ofv is fresh.

e matchfresh(v) iff |I;(v)| = 1An;(v) #0. An equivalent vertex
has been found in the supergraph. At least one child isf
fresh.

e recomb(v) iff |lj(v)| > 1. An equivalent vertex could not be
found. l;(v) contain the most similar vertices.



Each vertex of the tree must be inserted in the supergrapéssin
an equivalent vertex had been found.

V/ =V/_;U{v|veV, A-matchingv)}
li(v) = (V) =0
= Il 2o

The inserted edges are:

E'=E_1 U {(uVv)|veViAa(uw)eE_; Amatchfreskv)}
U {(WW)VEVi ALi(Y) = (W} An(v) £ 0}
{(ki(v),w)|veViAw e | (v) A—matchingv)}
{(ki(u), k()| (uv) € B}

Transitive edges may be removed:

E = { (u,v)| (u,v) €E' A =3 pathy, g (U, W) # (u,w)}

The final supergraph G is equal to the supergr@phi.e. the
supergraph after inserting each tree of the sequence. iaddit
material to this article includes some code fragments thetiate
implementation details for the operations needed for tipegraph

construction.
Ak

R/@

Figure 4: Example construction of the supergraph of two trees
left to right: the supergrap®;, the treeT;, the treeT;; 1 and the supergraph
Gi+1. Arrows betweerT; andT;.; indicate the leaf mapping. The dashed
lines inGj; indicate edges that can be replaced by a path. The exact
description, how the trees are embedded in the supergraphamthe
supergraph is modified in this iteration, are found in themtext.

C C

3.4 Example

Fig. 4 shows a nontrivial example for one iteration of the su-
pergraph construction process. It has been chosen to shéoual
elementary operations that can modify barrier treks.mapping
the vertices off; on vertices ofG; is:

ki ={(a1),(b2),(c,3),(d,4),(e5),(f,6),(9,8),(h,7),(i,10)}

Ti is thus very similar td3;, only the edgei, h) of the tree is rep-
resented by the patfl0,9,7) in G;. The vertexf does not occur
in the leaf mapping, i.e. it is deleted. The active parGpis thus:
Air1 =1{1,2,3,4,5,7,8,9,10}. Because of the leaf mapping the
leaf sets of the vertices offj; are:

Bi+1 = {(]70)7“(70)7('7{1})7(m7{274})7(n7{7})}
U {(0,0),(p,{1,2,4}),(a,{7}).(r. {1,2,4,7})}

After markia,,, k,,,) and matcha, k,,,) have been determined,
li;1 andnjy 4 result to:

live = 1(5,0),(k0),0,{1}),(m, {2,4}),(n,{9})}
U {(0,0),(p.{5}),(a,{9}), (r. {10}

Ny = {(1,0),(k0),(1,0),(m0)}
U {(n0),(0,{j;k}),(p,0),(a,{0}),(r,0)}

The vertices offj; are categorized as follows:

fresh(j), fresh(k), match(l), recomb(m), match(n),

fresh(o), matching(p), matchfresh(q), matching(r).

Therefore the following vertices have to be added to thegmaph,
andk; 1 results to:

\/i+1=\/iU{j,k,m,0,Q}

kiva={(},]),(k k), (I,1),(mm), (n,9), (0,0),(p,5),(a,q),(r, 10)}

Insertion of the edges is left as an exercise to the reademeSo
transitive edges may be removed.

3.5 Postprocessing

Unfortunately, the use of the supergraph as a data struttified
similar leaf sets, does not find the smallest supergrapreigéneral
case. Some edges are inserted to ensure correct resulis faatch
andmark functions, but could be removed after the supergraph of
the full sequence is generated, without violating the ciowlithat
each tree should be contained in the supergraph. It is diffiou
track these redundant edges, because an edge may be deemed su
perfluous when inserted, but may become necessary, whéefurt
trees are merged with the supergraph. Such edges are iddragi

a side product in a post processing phase. In this phase dgeh e
of the supergraph is annotated with the set of trees it ocicurs
This information will be used in the following layout phasdsu-

ally tree edges are replaced by paths in the supergraphatcdise
each edge of the path is annotated with the tree. Quite frelye
there are multiple possible paths for one tree edge. In sasbsc
only the path with the highest number of edges is annotatéigr A
annotating there will be many edges which do not belong to any
tree. These can be safely removed. A proper problem definitio
for this phase would be: find the largest set of edges that eaa-b
moved without violating the constraint that the supergreqpftains
each tree. Choosing the longest path is a simple and quidistieu
that favors edges with a high probability of reuse. In peecthis
removes 5-20 percent of all edges of the supergraph.

4 LAvouT

4.1 Supergraph Layout

The second step of tHeoresight Layout with Tolerance algorithm
creates the layout of the supergraph. In general, the stggrgf
the tree sequence will be a directed acyclic graph (DAG felbéht
strategies have been proposed to layout a DAG. Sugighaia[16]
proposed to split the task in three phases. In the first plthse,
ranking, vertices are grouped in successive layers, such that the
edges are oriented in one direction, usually from top todwottin
the second phase, tloedering, an order of vertices in each layer
is determined, that minimizes edge crossings. In the finakgh
thepositioning, coordinates are assigned to each vertex, preserving
the order inside the layers, but minimizing the overall etiygyth
by shifting vertices inside the layers. Gansetsl. [8] gives de-
tailed heuristics for each of the phases. In this work we setbpis
heuristics to lay out the supergraph.

The main esthetic goal for DAG layout is the removal of edge
crossings. In practice, the supergraph can contain a largeoar
of edge crossings, but most of them do not matter for us, lsecau
the crossing edges may never be shown simultaneously. T$te po
processing phase of the supergraph construction not ochedses
the number of edges and thus the possibility of an edge ogdsy
annotating each edge with the trees it occurs in, we can wtigh
importance of an edge crossing. In e [8] algorithm, graphs are
laid out respecting edge weights. Edges with a high weighkapt
short and crossing free. The weight of an edge is generatedtfre



number of trees it occurs in. For the phase of crossing remmva
stead of this weight, the weight of an edge is replaced by tight

of a crossing. This weight is generated from the number afstre
that both edges actually cross. In the original algorithrssing
reduction is done by repeatedly iterating over and througlay
ers, switching the order of two successive vertices, if thaally
improves the number of edge crossings. Sometimes such ehswit
does neither improve nor deteriorate the number of edgesicigs,
but the switch may lead to further improvements. Ganshal. [8]
suggest performing such switches only every other globahiion.

In our case, many crossing weights will be zero and switckés s
dom improve the number of edge crossings directly. As a tesul
the original formulation leads to long running times of tHgoa
rithm and changes periodically from one extreme to the other
our implementation we perform the switch randomly in a pesce
similar to simulated annealing. A temperature, initiallyid used
as the probability of performing a switch that does not inverthe
number of edge crossings directly. Improvements are alaaygs
deterioration never accepted. Each global iteration tk&esy cools
down, the temperature decreases exponentially. The oessi-
nates, if no more switches are performed. The routing of edge
is not relevant for the layout of the supergraph, the edgdisbei
routed only in the subgraphs.

4.2 Tree Layout

Until now, the energy of a vertex has been neglected. Sinar-av
tex of the supergraph may represent multiple vertices ofttbe
sequence and each of these vertices may have a differergyener
a supergraph vertex may not be associated with a single ¥nerg
value. Because we want one of the coordinates to indicaterthe
ergy, itis not possible to do the third phase of the DAG- |aythe
positioning, for the whole supergraph. Coordinate assignment has
to be done for each tree separately, respecting the orderatexd

in the ordering phase. This constraint preserves thental map,
more specifically theorthogonal ordering. Positioning each tree
separately allows us to locally improve the layout of theggabhs.
This is also the third phase of tik@resight Layout with Tolerance
algorithm.

The original formulation of the algorithm generates onerdeo
nate from the number of the layer, that a vertex resides icaBge
the edges of a barrier tree point from vertices with higheargn to
vertices of lower energy, and the construction of the sup@iyand
the assignment to layers preserve this orientation, thedouate,
that is best suited to be replaced with the coordinate gesgbfeom
the energy of an vertex, is the one, that would have been getkr
from the layer number. The other coordinate, usually thézioor
tal one, is generated by shifting vertices inside the layétsout
switching their order and minimizing the global edge lengtiine
original formulation of this phase of the layout algorithmseres
that no two vertices of the same layer will have the same bota
position. But if the vertical coordinate is generated frdma energy
of the vertices, it is possible for two vertices from diffatdayers
to overlap, if they have been assigned to the same horizpot

horizontal position. As most leaves of the barrier treessanks of
the supergraph, and they are the most interesting vertibissre-
sults in better drawing due to a more efficient usage of thevitig
area. However this part of the algorithm still leaves roomifo-
provements as there is still no local improvement of the Uayo
the horizontal coordinate.

After the vertices have been positioned, edges must bedoute
For simplicity each tree edges consist just of one horicstal
one vertical line segment that directly connect the twoealjaver-
tices. Edges are routed independently of the supergrapéreshis
edge might have been replaced by a path. Because of the proble
definition, vertices on that path would not be a part of theentr
tree and thus layout information of these vertices is noidvidr
this tree. In general, it is not always possible to draw tHegsaphs
without edge crossings, we sacrificed this property for tles@rva-
tion of theorthogonal ordering, themental map. Drawing the edges
as orthogonal line segments conforms to the style, baneéestare
drawn usually. We also found, that a straight line drawingsinot
reduce the number of edge crossings and makes tracing tkes edg
even harder than an orthogonal drawing.

5 ANIMATION

Now that the layout for each tree has been generated, théesing
trees could be presented using the generated layout. Itigeac
there can be quite a number of changes between consecatdse tr
Vertices and edges disappear and whole subtrees can chHamge t
energy of their vertices. We created methods to make theitian
smooth and to indicate the type of change. Vertices, thagrexp
ence a change of energy are moved accordingly in the drawéay a
using linear interpolation of the coordinates. Barrierattappear

or disappear are presented ushignding. Edges are modified in

a similar manner, based on the changes of their adjacente®rt
Subtrees that are created or merged “grow” out or into thoes,
where they are created or merged into, again using linearpot
lation of the coordinates. Usually the number of changesldvou
require each change to be visualized separately. In ourf{afoo
concept implementation all changes are shown simultaheoss

ing the following scheme: Each transition is given a timesinal
[ti,ti + At). Vertices, that change their energy, are moved during
[ti+ gAt,ti + %At). Subtrees, that grow into a vertex because of
merging, are scaled during + %At,ti + gAt), subtrees that grow
out of a vertex, do this during; + %At,ti + gAt). Fading out of
barriers is done durinfl; + %At,ti + gAt) and fading in takes place
during [ti + ;—;At,ti + gm). The two segments overlap intentionally.
Because vertices are not drawn explicitly, but are impligcthe
point, where edges join, this preserves the mental maprbdtte
remaining intervalt;,t + %At) is used for a static presentation of
treeT;.

6 RESULTS

tion and have the same energy. Since we do not have the freedom

of changing the energy/ vertical position of a vertex, one/ \wa
avoid this, is to assign an unique horizontal position toheaer-
tex independent of what layer it may belong to. The simplest w
to do this, is to perform the positioning of vertices for th@ole
supergraph as in the original formulation of the layouttisgrthe
vertices according to their horizontal position, and udingir or-
der in the sorted list as their new horizontal position. Thay no
two vertices overlap, but this results in a bad coverage efitaw-
ing area and does not allow further local improvements. fedst
strategy is to force all sinks of the supergraph to be in tieesiayer
and performing theositioning for the whole supergraph. This en-
sures that at least the sinks of the supergraph will have auen

To create and evaluate our algorithm we had three datasets at
disposal. Thatt dataset consists of 20 barrier trees, with at most 25
leaves per tree and a total of 894 vertices in all trees. ltesgmts

a small RNA- molecule, with sequence length growing fromdo0 t
74 nucleotides with varying step size. This example was tsed
design and test the algorithm. The last page of this artictevs
the keyframes for this dataset. The full animation is parthef
additional material to this paper. Thepto dataset consists of 47
barrier trees, with a maximum of 50 leaves per tree and a ftal
3727 vertices in all trees. The sequence length of the migecu
grows from 10 to 56 nucleotides. The largest example,hble
dataset, consists of 65 trees with a maximum of 100 leavesiand



total of 8635 vertices. The sequence length grows from 104to 7
nucleotides. The inner vertices of all trees of these d&tassisfy
odeg(v) = 2, i.e. all inner vertices have exactly two children. All
datasets present rather short RNA- molecules.

One way to determine the quality of the algorithm is to look at
properties of the supergraph. The number of vertices in tipers
graph of theatt, lepto and hok datasets are 392, 1874 and 4594
respectively. This means that only about half of the vestiokthe
trees were identified as redundant. This results from a ptpjé
the sequences that we have not yet mentioned. In each neof iee
sequence leaves get deleted, merged and added. The avemage n
ber of leaves that are added is 5.00, 7.20 and 16.16 resplgctiv

a high probability of being present in the next barrier tr€keey are
also more interesting than local minima of higher energyrfithe
viewpoint of folding landscapes. For each leaf that is reetpthe
one barrier connecting it to the rest of the tree is removedels

By reducing the number of leaves in thepto and hok datasets to

a maximum of 31 and 66 leaves per tree, the total number of tree
vertices was reduced to 2409 and 5875 respectively. The aeuaib
supergraph vertices was reduced to 732 and 2528, so agaistalm
two third of the tree vertices have been identified as redandehe
minimal supergraph did not get significantly smaller but ¢es-
erated supergraphs are only twice as big as the minimal ohis. T
preprocessing method removed substantially more edgesvira

That means that up to 20 percent of each tree changes on aver.tices and in théepto andhok datasets the number of edges divided

age. A different perspective is estimating the minimum sgizgh.
This supergraph would be created if there werdaier swapsin

the barrier tree sequence, only addition, deletion and mgrg he
minimum supergraph has the same number of sinks as the ¢ethera
supergraph, because each sink was once a leaf in the trebeand t
equivalence of leaves can be trivially determined basederndaf
mappings. The supergraph must be connected, i.e. may netibe s
and it can be shown, that the propeogegr, (v) = 2 for each inner
vertex of the barrier tree results in the propeogegg(v) = 2 for
each inner vertex of the minimum supergraphN s the number of
sinks inG, thenG must have at least\P— 1 vertices. The number of
leaves in the supergraph for th#, lepto andhok datasets are 110,
332 and 1035 respectively. The leaves already make up aparge
of the supergraph and it can be seen, that the supergraphs big-
ger than three times the minimal soluticatt( 1.79x, |lepto: 2.82x,
hok: 2.22x). The cause of this are mairidgrrier swaps.

More critical to the perceived quality of the layout is thenmu
ber of edges. If this number is near the number of vertices, th

by the number of vertices decreased to 1.50 and 1.44 regpklycti
which greatly improves the supergraph layout. There are ks
edge crossings and only a few long edges. This directly t®sub
better layout of the barrier trees.

7 CONCLUSION AND FUTURE WORK

It is possible to generate a readable dynamic layout for esecpi
of barrier trees using the Foresight Layout with Tolerantgpa
rithm. For larger datasets, preprocessing may have to bikedpp
to the sequence. While reducing barriers decreases théthefig
the supergraph layout, a reduction of leaves decreasesitlth w
and greatly improves the perceived quality of the dynamyouls.
From the viewpoint of folding landscapes, often only a smah-
ber of leaves are of interest. These leaves and their histany
be highlighted using colors. The layout of the single treesym
be combined with additional information. The simulationtbé
folding process during the growing of the molecule undeiowss

supergraph is very similar to a tree and can thus be drawn with temperatures and growing rates results in distributiorcfions for

few edge crossings and (horizontally) short edges. If tiaeeeno
edge crossings in the supergraph, there will not be edgsiogssin

the layout of the subgraphs. Horizontally long edges in tipes
graph layout are undesirable, because each edge is showasat |
once. The amount of edges divided by the amount of vertices fo
the three datasets are 1.52, 1.69 and 1.61 respectiveliough
these numbers seem to be close, Ipto and hok datasets have a
significantly larger number of edge crossings and long edgms

local minima. Because the animation of the barrier treesemes
the orthogonal ordering, annotating the barrier tree lsavith the

density of the corresponding structure configurations pisserves
the mental map for the annotations. The change in the desisitin
be additionally indicated by a flow of liquid along the linefstioe

tree edges. Such methods, that combine tree layout andcamdit
information, are currently investigated.

The current methods to generate the animation leave room for

the att dataset. This is because the edges are unevenly distributedfyrther improvements. Different strategies for edge reatalur-

among the layers of the supergraph layout in the datasetsaiiin
mation suffers from long edges that are close together arie: iha
difficult to track edges.

Various preprocessing methods have been tested to deteifrain
subset of the data still results in bad layouts. Surely weatavant
to reduce the number of trees, since we want to visualize tiaden
process. Barriers are not that important, and there are deum
of barriers that are connected by an edge in the barrier &eé,
whose energy differs only slightly. Such barriers are mdrgea
preprocessing step. This process reduces the probaHfilbsroier
swaps, thus the supergraph is made up of less vertices. lhefhte
and hok datasets the merging of barriers that differ by 0.5 or less
(which is approximately two percent of the overall energgga)
reduced the total number of tree vertices down to 2419 an® 586
respectively and the number of supergraph vertices dowb3@8éd
2493 respectively. This means that nearly two third of theices
were identified as redundant. Unfortunately this methodsdus

reduce the number of edges as much as the number of vertices, s

the supergraph suffers from a huge number of edge crossimjs a
long horizontal edges. After applying this method, the sgfaph
span less layers and the edges got distributed more equathave
layers. In the final animation long edges are still visiblet they
are no longer close together, so it is easier to track them.

Another method is the reduction of leaves in the barrierstree
Local minima with a low energy are generally more stable aacth

ing the postprocessing of the supergraph construction esuitrin

an improved layout, because fewer edges generally restetiar
edge crossings. Rather than overgenerating the edges stipiee-
graph and reducing it afterwards, a more constructive ntetioold

be proposed. In this article we did not pay much attentiorotall
improvement of the subgraph layout. Especially in largeasiets
this would be beneficial, because each subgraph only useald sm
part of the drawing area leading to resolution issues. Allooa
provement strategy based on a force directed strategy ierdiy
being implemented.

The constructed supergraph is a static visualization ofhele
sequence, and presentation forms other than an animateynpm
investigated. The supergraph is already such a static mssen.
Other ideas include the generation of a synthetic energystzape
from all barrier trees, where the folding process is viszedi as a
walk in this landscape.
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