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Template-dependent replication at the molecular level is the basis of reproduction in
nature. A detailed understanding of the peculiarities of the chemical reaction kinetics
associated with replication processes is therefore an indispensible prerequisite for any
understanding of evolution at the molecular level. Networks of interacting self-replicating
species can give rise to a wealth of different dynamical phenomena, from competitive
exclusion to permanent coexistence, from global stability to multi-stability and chaotic
dynamics. Nevertheless, there are some general principles that govern their overall be-
havior.
We focus on the question to what extent the dynamics of replication can explain the
accumulation of genetic information that eventually leads to the emergence of the first
cell and hence the origin of life as we know it. A large class of ligation based replica-
tion systems, which includes the experimentally available model systems for template
directed self-replication, is of particular interest because its dynamics bridges the gap
between the survival of a single fittest species to the global coexistence of everthing. In
this intermediate regime the selection is weak enough to allow the coexistence of geneti-
cally unrelated replicators and strong enough to limit the accumulation of disfunctional
mutants.

Keywords: self-replication, ligation, autocatalytic network, quasispecies, hypercyle, repli-
cator equation, chemical kinetics, emergence
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1. Molecular Replicators

The notion of a replicator — originally invented by Richard Dawkins [19, pp.13-

21] — is now used in biology for “an entity that passes on its structure largely

intact in successive replications” [138]. The origin of life is characterized by the

emergence of heritable information that, through the interplay of selection and

variation, leads to Darwinian evolution [58]. The appearance of the first replicator

thus marks the transition between the worlds of prebiotic chemistry and primitive

biology. The uniformity of the biochemistry in all known living organisms suggests

that all modern organisms descend from a last common ancestor, which according

to a detailed analysis of protein sequences had a complexity comparable to that of

a simple modern bacterium and lived some 3.2-3.8Gyr ago.

The formation of the Solar System began about 4.6Gyr ago in the aftermath of

a local supernova explosion. The inner planets were probably formed by collision

of some 500 Moon-sized planetesimals [140]. It is unlikely that Earth could have

sustained life before about 4.2Gyr or even 4.0Gyr because of meteorite bombard-

ment [108]. Depending on the details of the prebiotic environment a large variety

of organic compounds may have been available about 4.0Gyr ago, including amino

acids, hydroxy acids, sugars, purines, pyrimidines and fatty acids [68,12,147]. Geo-

logical evidence [78], on the other hand, shows that it is certain that life has been

present on Earth for at least 3.5Gyr, and it is probable that life began before 3.8Gyr

[93,89].

There are strong reasons to conclude that the Last Common Ancestor was pre-

ceded by simpler life forms that were based primarily on RNA. This era, during

which the genetic information resided in the sequence of RNA molecules and the

phenotype derived from the catalytic properties of RNA, has been termed the RNA

world [37,36]. In this scenario, the translation of RNA into proteins and, finally,

the usage of DNA [35] as information storage device are later inventions. A rather

detailed model of the steps leading from the RNA world to modern cellular ar-

chitectures is discussed in [84]. The RNA world scenario is supported both by the

wide range of catalytic activities that can be realized by relatively small ribozymes

[52,57,58,64,131], Fig. 1, and by the usage of RNA catalysis at crucial points in

modern cells [56,22,76]. Plausible ribozyme catalyzed pathways for a late-stage

ribo-organism are discussed in [58], the role and evolution of co-enzymes in the

RNA world is explored in [53].

The ribozymes in Fig. 1, in particular the replicase (a), are probably still too

large to arise spontaneously; it seems much more plausible that molecules such as

these arose from smaller, simpler molecules with less sophisticated functionalities.

Julius Rebek and others [79,129,29] have demonstrated that autocatalytic chem-

ical reaction systems can be assembled in which organic molecules undergo self-

replication. Autocatalysis in such systems of small molecules is certainly interesting

because it reveals some mechanistic details of molecular recognition. However, these

systems are hardly at the basis of biological replication since they cannot store a siz-
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Fig. 1. Examples of artificial ribozymes with catalytic functions that are interesting in the context
of the RNA world. (a) RNA replicase 18 [57] (b) 16.min ligates RNA to protein [7] (c) A ribozyme
that activates amino acids [61] (d) ATrib [64] can self-aminoacylate and (e) a ribozyme that
catalyzes tRNA aminoacylation [64].

able amount of information. Consequently, there is no room for molecular variants,

“mutations”, and hence these systems cannot sustain Darwinian evolution.

The simplest way of overcoming this limitation is to envision some kind of

polymer as the carrier of genetic information, just as DNA takes on this role in

present day cells. RNA has the same capacity, which is actually made use of by a

large class of viruses. Polypeptides are the obvious alternative candidates.

Template-induced synthesis of longer RNA molecules from monomers in the

absence of an enzyme, however, has not been successfully achieved so far [82].

Autocatalytic template-induced synthesis of oligonucleotides from smaller oligonu-

cleotide precursors, however, was successful: a hexanucleotide through ligation of

two trideoxynucleotide precursors was carried out by Günter von Kiedrowski [135],

see also [137,106]. More recently it was shown that a peptide comprised of 32 amino

acids can undergo exactly the same type of autocatalytic synthesis from two roughly

equal fragments [62], Fig. 2. A recent experimental study using nucleic acids [54]
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Fig. 2. Reza Ghadiri’s [63] self-replicating peptide
�

acts as a template for ligation of the two
fragments � and � , where

� = Ar · RMKQLEEKVYELLSKVA · CO · S · Benzyl

� = H2N · CLEYEVARKJJKGE · CO · NH2�
= RMKQLEEKVYELLSKVA : CLEYEVARKJJKGE

and Ar = 4-acetamidobenzoyl. The ligation site is located between A17 and C18. Günter von
Kiedrowski’s [135] self-replicating palindromic RNA reproduces by means of ligation of the two
trinucleotides.

emphasizes the importance of ligation-based replication mechanisms for the origin

of life.

An interesting feature of oligopeptide self-replication concerns easy formation

of higher replication complexes: Coiled-coil formation is not restricted to two inter-

acting helices, triple helices and higher complexes are known to be very stable too.

Autocatalytic oligopeptide formation may thus involve not only a template and two

substrates but, for example, a template and a catalyst that form a triple helix to-

gether with the substrates [63,145]. We will return to such higher order replication

systems in section 6.

A major shortcoming of peptide replication, however, is the fact that only a very

small fraction of all possible sequences fold into three-dimensional structures that

are suitable for leucine zipper formation and hence a given autocatalytic oligopep-

tide is very unlikely to retain the capability of template action on mutation. The

(rather large) leucine zipper sequences of the building block must themselves be

somehow instructed somewhere in the system. Peptides are therefore only occa-

sional templates ; their evolutionary adaptability is crippled by the fact that mutants

are unlikely to be templates themselves. In contrast to the volume filling principle

of protein packing, specificity of catalytic RNAs is provided by base pairing and

to a lesser extent by tertiary interactions. Both are the results of hydrogen bond

specificity. Template action of nucleic acid molecules, being the basis for replica-

tion, results directly from the structure of the double helix. It requires an appro-

priate backbone provided by the anti-parallel ribose-phosphate or 2’-deoxyribose-

phosphate chains and a suitable geometry of the complementary purine-pyrimidine
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Fig. 3. Alternatives to RNA. A pre-RNA world may have existed where genetic information was
stored in alternative pre-bio-polymers. (a) PNA (peptide nucleic acid) [77], (b) glycerol-derived
nucleic-acid analogue [17], (c) TNA (threose nucleic acid) [92], (d) pyranosyl-RNA [83], (e) RNA
for comparison.

pairs. All RNA (and DNA) molecules, however, share these features which, accord-

ingly, are independent of sequence. Every RNA molecule has a uniquely defined

complement. Nucleic acid molecules, in contrast to proteins, are therefore obliga-

tory templates. This implies that mutations are conserved and readily propagated

into future generations. A somewhat different classification of replicators in terms

of their combinatorial limitations can be found in [124].

While some classes of non-instructed polymers, such as random oligopeptides

of the proteinoid type [32], are plausible products of prebiotic chemistry, this is

not the case for RNA [60,100,105]. Heritable molecular information therefore most

likely has its origins in a different chemical system. Two widely different scenarios

have been proposed: One possibility is that nucleic acid like polymers with different

backbones and maybe different side chains predated the RNA world. There is no

shortage of plausible candidates, including tetrose based nucleic acids and peptide

nucleic acids, Fig. 3.

Another alternative is the container first hypothesis that assumes the exis-

tence of autocatalytically replicating lipid micelles or vesicles, a possibility that

was demonstrated experimentally by Luisi and coworkers [6,139,69,133]. Doron

Lancet and Daniel Segré suggest that such “proto-cells” might have a complex

lipid composition that is faithfully transferred when the vesicle duplicates, see e.g.

[103,104,102]. Of course, a sizable amount of information can be accumulated only

if a very large set of chemically distinct lipids can be brought together in a single

vesicle. In this Lipid World scenario, the catalytic activities of the complex lipid

phase would eventually instruct the synthesis of peptides and nucleic acids.

For the purpose of this article, fortunately, the precise chemical instantiation

of the earliest replicons is largely irrelevant, because their basic kinetic properties

depend more on the logics of the replication mechanism than on the molecular
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details. In this contribution we shall focus on the consequences of the peculiar

chemical reaction kinetics that is implied by replication. We will consider two times

two classes of models in some detail: template induced replication with and without

an additional self-replicating catalyst, both with simple mass action kinetics and

with a chemically more realistic ligation-like mechanism. The common theme of

these models is the emergence and persistence of a sufficient amount of genetic

information for biological evolution to take off.

2. The Molecular Quasispecies and “Survival of the Fittest”

Let us begin with the simplest possible replication scheme

A + C
E−−−→ 2C + A

′ (1)

in which some energy rich building material A is used to produce copies of the

template C. This describes the logic, but not necessarily the details of the reaction

kinetics, of the examples in Fig. 2.

The first successful attempts to study RNA evolution in vitro were carried out

in the late sixties by Sol Spiegelman and his group [75,109]. They created a “protein

assisted RNA replication medium” by adding an RNA replicase isolated from E.

coli cells infected by the RNA bacteriophage Qβ to a medium for replication that

also contained the four ribonucleoside triphosphates in a suitable buffer solution.

Qβ RNA and some of its smaller variants start instantaneously to replicate when

transferred into this medium.

Extensive studies on the reaction kinetics of RNA replication in the Qβ repli-

cation assay were performed by Christof Biebricher in Göttingen [8]. These studies

revealed consistency of the kinetic data with a multi-step reaction mechanism. De-

pending on concentration the growth of template molecules allows to distinguish

three phases of the replication process: (i) at low concentration all free template

molecules are instantaneously bound by the replicase which is present in excess and

therefore the template concentration grows exponentially, (ii) excess of template

molecules leads to saturation of enzyme molecules, then the rate of RNA synthesis

becomes constant and the concentration of the template grows linearly, and (iii)

very high template concentrations impede dissociation of the complexes between

template and replicase, and the template concentration approaches a constant in the

sense of product inhibition. We neglect plus-minus complementarity in replication

by assuming stationarity in relative concentrations of plus and minus strand [25]

and consider the plus-minus ensemble as a single species. Then, RNA replication

may be described by the over-all mechanism:

A + Ci + E

ki−−−⇀↽−−−
k̄i

A + Ci · E
ai−−−→ Ci · E · Ci

k′

i−−−⇀↽−−−
k̄′

i

Ci · E + Ci (2)

This simplified reaction scheme reproduces all three characteristic phases of the

detailed mechanism and can be readily extended to replication and mutation.
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Evolution of molecules based on replication and mutation exposed to selection

at constant population size has been formulated and analyzed in terms of chemi-

cal reaction kinetics [25,73,26,27]. Error-free replication and mutation are parallel

chemical reactions,

A + Ci

Qjiai−−−→ Cj + Ci (3)

and form a network which in principle allows to form every RNA genotype as a

mutant of any other genotype. The material A required for or consumed by RNA

synthesis is continuously replenished. The quantities of interest are the relative con-

centrations xk = [Ck]/c0 where c0 =
∑

k [Ck] is the total concentration of replicating

material. The reaction scheme 3 translates into the kinetic equations

ẋk = xk

(

akQkk − Φ(t)
)

+
∑

j 6=k

Qkjajxj . (4)

The diagonal elements of Q are the replication accuracies, i.e., the fractions of

correct replicas produced on the corresponding templates. The time dependent

excess productivity which is compensated by the flow in the reactor is the mean

value Φ(t) =
∑

ajxj . The selective value of Ck is the diagonal element wkk of matrix

W with the entries wkj = akQkj .

The selective value of a genotype is tantamount to its fitness in the case of

vanishing mutational back-flow and hence the genotype Cm with maximal selective

value, wmm = maxj wjj , dominates a population after it has reached the selection

equilibrium. It is called the master sequence. The notion of a quasispecies was

introduced for the stationary genotype distribution in order to point at its role as

the genetic reservoir of the population. In the simplest case one considers only point

mutations. This leads to the explicit expression

Qkj = (1 − p)n

(

p

1 − p

)dkj

(5)

where dkj is the Hamming distance of the two sequences Ck and Cj and p is the

per-digit error rate.

The stationary frequencies xk can be computed explicitly in many cases, e.g.

when the master sequence is derived from the single peak model landscape that

assigns a higher replication rate to the master and identical values to all others

[121,125,1]. The master sequence vanishes at some finite replication accuracy that

depends on the superiority and the length n of the replicating sequences. The critical

value pmax of the mutation rate is known as the error threshold. Above the threshold

no stationary distribution of sequences is formed. Instead, the population drifts

randomly through sequence space. This implies that all genotypes have only finite

life times, inheritance breaks down, and evolution becomes impossible. The effects

of finite population sizes on the error threshold are considered e.g. in [80,2,15].

Variations in the accuracy of in vitro replication can indeed be easily achieved

because error rates can be tuned over many orders of magnitude [65,67]. The range
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of replication accuracies that are suitable for evolution is limited, however, by the

maximal accuracy that can be achieved by the replication machinery and the mini-

mum accuracy determined by the error threshold. Populations in constant environ-

ments have an advantage when they operate near the maximal accuracy because

then they loose as few copies through mutation as possible. In highly variable en-

vironments the opposite is true: it pays to produce as many mutants as possible

because then the chance is largest to cope successfully with change.

In order to check the relevance of the error threshold for the replication of RNA

viruses the minimum accuracy of replication can be transformed into a maximum

chain length nmax for a given error rate p. The condition for stationarity of the

quasispecies reads

n < nmax = − ln σ

ln(1 − p)
≈ ln σ

p
, (6)

where σ is the superiority of the master species, see e.g. [27]. The populations of

most RNA viruses were indeed shown to live near the critical value of replication

accuracy [20,21]. Moreover, the genome size n of any organism is roughly the inverse

mutation rate per site and replication [23,24], see Fig. 4.

Equ.(6) imposes a fundamental limitation on the size of the self-replicating

biopolymers. In the following sections we shall encounter mechanisms by which

this limitation can be circumvented.
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3. Replicator Equations

So far we have neglected any direct interactions between the replicating species. In

the most general case we have

Ck

C1,C2,...,Cn−−−→ 2Ck , (7)

where the replication rate fk of Ck is influenced by the concentrations of all the

species C1 through Cn. Most papers on autocatalytic reaction networks (including

much of the work of the group in Vienna) use the replicator equation [96,47,48]

ẋk = xk

[

fk(x) −
n
∑

j=1

xjfj(x)
]

(8)

despite the fact that a continuously stirred tank reactor (CSTR) would in many

cases be a more appropriate description of the biological or chemical situation. This

simplification is motivated by the equivalence of the two models for the special case

of homogeneous interaction functions [97]. Furthermore, it can be shown that the

CSTR dynamics converges to the replicator dynamics in the limit of small flux

rates [40]. We remark that the quasispecies model yields, in the limit of vanishing

mutation rates, a replicator equation with constant growth functions fk(x) = ak.

Let us now return to the case of interacting replicators. The simplest example

assumes reactions that are catalyzed by a single replicator, i.e.,

Ck + Cj −→ 2Ck + Cj . (9)

Assuming, furthermore, that these reaction follow mass action kinetics, the growth

functions fk in equ.(8) are linear,

fk(x) =
n
∑

j=1

akjxj (10)

with akj ≥ 0. These 2nd-order replicator equations also describe the dynamics of

strategies in evolutionary games [126]. Hofbauer [42] showed that they are topolog-

ically equivalent to the Lotka-Volterra equations

ẏk = yk



rk +
n−1
∑

j=1

bkjyj



 (11)

which are a standard model in mathematical ecology. Indeed, recent experimental

research in the group of John McCaskill [142,74] is dealing with molecular ecologies

of strongly interacting molecular replicators.

A particularly important class of 2nd order replicator equations are the catalytic

networks [99] characterized by akj ≥ ajj , i.e, the networks in which the catalytic

assistance for all other replicators is at least as strong as self-catalysis. The in-

teraction structure of catalytic networks is conveniently represented as a directed
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Fig. 5. Architectures of catalytic networks. (a) Hypercycle, (b) catalytic chain, (c) hypercycle
with “short-cut”, (d) hypercycle with a parasite.

graph Γ(A) in which the vertices are the replicating species and there is an edge

[Cj] → [Ck] if akj − ajj > 0, i.e., if [Cj] advances the replication of [Ck], Fig. 5.

The dynamics of a catalytic network is at least in part determined by its graph

structure. For example, coexistence is impossible in linear chains, Fig. 5b. The hy-

percycle, on the other hand, was introduced as a possibility to overcome the limita-

tions of the error threshold [28]. The positive feedback cycle, in which each template

promotes the replication of the next one guarantees the permanent coexistence of

all its members. While hypercycles are stable against dynamical perturbations, they

are unstable against structural perturbations of the networks. Both “short cuts”,

Fig. 5c, and parasites, Fig. 5d, may lead to dynamically unstable networks.

An important concept in the theory of replicator equations is that of a saturated

fixed point [44]. Let FK be the face of the concentration simplex Sn whose (relative)

interior is defined by xk = 0 for all species k ∈ K. An eigenvector of (the Jacobian

matrix of) the vector field at a point xK ∈ FK that points out of this plane is

a called a transversal eigenvalue. We have λk(xK) = fk(xK) − Φ for k ∈ K and

xK ∈ FK . A fixed point x̂ ∈ FK is saturated if none of its transveral eigenvalues is

positive.

So far, we have excluded mutation from our considerations. Mutation can be

treated as a perturbation at least in the limit of small mutation rates [118]. Since

mutation by construction points inward on the boundary of the simplex, one ob-

tains the rest point migration theorem: If a fixed point is saturated it “moves”

into the interior of the simplex when mutation is switched on; all other equilibria

are pushed into the non-physical exterior. Mutation thus may simplify the phase

portraits considerably. Larger mutation rates, however, may lead to complicated

bifurcation patterns, an increase in the number of competing equilibria, and even

the appearance of limit cycles [43,116].

The dynamics of second order replicator equations can be extremely compli-

cated despite the rather simple form of the differential equation. In the case of two

independent variables (n = 3, the state space is an equilateral triangle) there are 35

different generic phase portraits [10,117]. It is interesting to note that this rather

involved classification remains essentially unchanged under monotonous transfor-

mations of the linear growth functions, i.e., for fk(x) = ϑ([Ax]k), see [111]. The
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Fig. 6. Classification of autocatalytic networks with n = 3 species. The interactions are repre-
sented as graphs with a directed edge iff akj − ajj > 0.

classification of three-species catalytic networks is shown in Fig. 6. In the case of

three independent variables, i.e. n = 4 species, there are heteroclinic orbits, multiple

limit cycles, and strange attractors [13,49,38,132,5,91], Fig. 7.

Often one is not interested in all details of a dynamical system or in the structure

of its ω-limit sets, less detailed knowledge may well be sufficient. Probably the most

important question is: Can all species coexist in the system for arbitrarily long time?

Or will some species die out in the long run ? Schuster et al. [98] introduced the

notion of permanence (permanent coexistence) to formalize this question. A variety

of different notions of cooperation, the first of which is now called weak persistence

[34], have been proposed by various authors, e.g. [33,51].

A replicator equation (8) is said to be permanent if there is a compact subset

C of the interior of the state space Sn, such that any trajectory starting in the

interior of Sn will eventually end up in C. In other words, there is a (possibly very

thin but finite) repulsive “skin” on the boundary of the state space.

A sufficient (but for n ≥ 5 not necessary) criterion for permanence of second

order replicator equations was derived by Jansen [55]:

Theorem 3.1. If there is a vector p ∈ int Sn such that for every isolated rest point

xK ∈ FK on the boundary of the simplex holds
∑

k∈K pk · λk(xK) > 0 then the

second order replicator equation is permanent.
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Fig. 7. Complex dynamics in 2nd order replicator equations. Left: an attracting heteroclinic
orbit in the central plane [110]. Right: A chaotic attractor of class described in [5]. The interaction
matrices are

A =

���
�

0 −2 7 8
20 0 −7 −6
−20 1 0 2
−20 1 1 0

����
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���
�

0 0.5 −0.1 0.1
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����
�

Fixed points are distinguished by the number of stable directions: sources without stable direction
◦, one stable direction ⊕, and � two stable directions.

This condition is equivalent to a linear program and hence computationally acces-

sible [55].

In some cases the graph structure of the catalytic network allows conclusions

about permanence. For example: If the catalytic network is permanent, then its

graph Γ(A) is strongly connected [107]. In particular, two hypercycles cannot co-

exist [45]. For n ≤ 5 the graph of a permanent catalytic network must contains

a Hamiltonian circuit, i.e., a closed path visiting every vertex exactly once [3,47].

Conversely, if Γ contains a Hamiltonian circuit then there is a non-negative matrix

A with Γ(A) = Γ such that the second order replicator equation is permanent [119].

4. The Evolution of Coexistence

A fundamental necessary condition for any kind of coexistence is posed by the

Exclusion Principle [50]:

Theorem 4.1. If a second order replicator network does not have an interior fixed

point, then all orbits converge to the boundary of the state space.

Since the existence of a positive solution of Ax = Φ~1 is a rather restrictive condi-

tion, we have to interpret the Exclusion Principle as a rather pessimistic statement

about the prospects of coexistence. Permanence requires an even more restrictive

condition: If the system is permanent it has no saturated fixed point on the bound-
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Fig. 8. (a) Probability of generating a permanent replicator network by chance. Upper bounds
are from algebraic conditions on the interaction matrix A, the lower bound is obtained by checking
Jansen’s criterion (Theorem 3.1). Data are for Gaussian, uniform, Laplace, and Cauchy distribu-
tions for the coefficients a′

ij = aij − ajj . Long tails as in the Cauchy distribution seem to favor
permanence [114].
(b) The average number of species increases very slowly by incorporation of mutants. The resulting
networks are permanent, highly connected, and (at least approximately) catalytic networks [39].

ary [44,46].

A numerical survey [114] for small and moderate size replicator networks there-

fore shows that permanence – and cooperativity in general – is a very rare phe-

nomenon, except for very small networks with n = 2, 3, or 4 members. The probabil-

ity of finding cooperative behavior in random autocatalytic networks of replicator

or Lotka-Volterra type decreases at least as 4−n with the number of species in-

volved; maybe even faster than exponential, Fig. 8a. Permanence is more likely in

catalytic networks and decreases dramatically with the number of inhibitory inter-

actions akj−ajj < 0. Even in catalytic networks, however, the probability decreases

exponentially.

In the limit of small mutation rates one can model the long time evolution of

replicator networks. To this end the differential equation is numerically integrated

until the ω-limit is reached. In some cases the appropriate fixed points can also be

obtained analytically. Then the interaction matrix A is modified by (i) removing

all rows and columns that correspond to extinct species xk = 0 and (ii) by adding

an additional row and column. In the second step either randomly chosen entries

are used to produce a new species that is unrelated to the existing network (an

invader) or a row and corresponding column is copied and a small amount of noise

is added.

May and Nowak [70] analyzed the evolution of a simple Lotka-Volterra type

model of super-infection in host-parasite associations. Interestingly, the same type

of equations was obtained in a study on competition and biodiversity in spatially

structured habitats [128]. The total number of species in their system slowly in-
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creases, n(τ) ∝ ln τ , where τ is the number of mutation events. More recently, a

square root law n(τ) ∼ √
τ was found in a co-infection model that neglects competi-

tion of different parasites within the same host [71]. For general replicator networks

we found that mutation leads to a slow increase of diversity consistent with a log-

arithmic increase of the number of species with the number of mutation events

[39], Fig. 8b, while unrelated invaders repeatedly lead to a complete collapse of

the network and hence preclude any long-term growth. The evolved networks have

a specific structure in the mutation case: all strong interactions are positive, the

interaction matrix is nearly symmetric, and the connectivity is very high.

The mutation mechanism employed in these simulations might not be entirely

realistic, however. It seems entirely plausible that some mutants completely loose

their catalytic activities while retaining their template properties. Such mutants

are parasites [72,14].

Despite their importance for the theory of prebiotic evolution there does not

seem to be any systematic treatment of parasitic interactions in replicator networks.

A classification of types of parasites in terms of the structure of the networks is

also missing; a distinction between “short-cuts” and “true parasites” appears to

be useful, see Fig. 5. True parasites might be defined as dead ends (sinks) in the

network graph Γ(A), i.e., they do not contribute anything to the self-maintenance

of the network. In the most general case one might want to consider a species P

that dominates another network species Ck in the following sense

P � Ck ⇐⇒ fP(x) ≥ fk(x) and fP(x) > fk(x) wheneverfk(x) > 0 . (12)

Equ.(8) satisfies the “quotient rule”

d

dt
ln
xk

xj
= fk(x) − fj(x) (13)

from which one can deduce that a dominated species will always die out. The

argument proceeds by integrating the quotient rule over time and observing that

ln xk

xj
must converge to either +∞, or −∞ unless both fk(x) and fj(x) converge to 0.

A parasitic mutant that dominates its ancestor will therefore cause the extinction of

the ancestor. In the example of the hypercycle with a parasite, Fig. 5d, this changes

the network graph to a catalytic chain, Fig. 5b; hence all other hypercycle members

will also die out. Since the parasite at the end of the chain cannot catalyze its own

replication, it will finally disappear as well.

So far we have not considered the detrimental effects of mutation itself on cat-

alyzed replication. Simplified models equations use a single dynamical variable to

describe the “error tail” that consisting of all “lethal” mutants [4,81,115,16]. Beyond

a critical mutation rate this error tail dominates. Christian Forst [31] shows that

there is an error threshold also for permanent catalytic networks also without this

simplification. Hence genome size is limited by replication accuracy also in the case

of cooperating replicators. Once the mutation rate is small enough to sustain an

RNA molecule with replicase activity below the error threshold, however, selection
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can act to improve the copying fidelity. This allows for an increased sequence length

and thus opens up the possibility for a further decrease of the per base mutation

rate [87].

5. Coexistences Through Product Inhibition

Eörs Szathmáry [123] pointed out that a simple modification of the replicator equa-

tion to a “parabolic” growth law

ẋk = bkx
a
k − xkΦ (14)

with 0 < a < 1 leads to unconditional coexistence. We remark that a variant of

equ.(14) with an explicit decay term −dkxk yields the same qualitative behavior

[88]. The case a = 1/2 is obtained as a limiting case of von Kiedrowski’s “Minimal

Replicator Theory” [136]. Equ.(14) is, however, not physically meaningful on the

boundary of the simplex where the Jacobian of the vector field diverges. In [136,

141,113] chemically realistic mechanisms are considered that produce equ.(14) as a

limiting case. The full ligation mechanism of both von Kiedrowski’s and Ghadiri’s

examples, Fig. 2 in the introduction, consists of the following steps:

A + C
a−−−⇀↽−−−
ā

AC AC + B
h−−−⇀↽−−−
h̄

ABC ABC
r−−−→ C2

B + C
b−−−⇀↽−−−
b̄

BC BC + A
g−−−⇀↽−−−
ḡ

ABC C2

d−−−⇀↽−−−
d̄

2C

Using mass action kinetics this translates into the following system of differential

equations:

d[C]

dt
= ā[AC] − a[A][C] + b̄[BC] − b[B][C] + 2d[C2] − 2d̄[C]

2

d[AC]

dt
= a[A][C] − ā[AC] + h̄[ABC] − h[B][AC]

d[BC]

dt
= b[B][C] − b̄[BC] + ḡ[ABC] − g[A][BC] (15)

d[ABC]

dt
= g[A][BC] + h[B][AC] − (ḡ + h̄+ r)[ABC]

d[C2]

dt
= d̄[C]2 − d[C2] + r[ABC]

For the total template concentration

c = [C] + [AC] + [BC] + [ABC] + 2[C2] . (16)

we obtain the simple growth law

dc

dt
= r[ABC] . (17)

The quasi-steady state approximation (QSSA), see e.g. [101,11] can now be used to

express the concentrations of intermediate products in terms of the free template
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concentration. The total template concentration can also be represented in this

way:

c = [C]
[

(1 +
a[A]

ā+ h[B]
+

b[B]

b̄+ g[A]
+ Z)(

h̄

ā+ h[B]
+

ḡ

b̄+ g[A]
+ 1 +

2r

d
)
]

+ [C]
2 2d̄

d

Z =
[A][B](gb(ā+ h[B]) + ha(b̄+ g[A]))

[A]gh̄(b̄+ g[A]) + [B]hḡ(ā+ h[B]) − (ḡ + h̄+ r)(ā+ h[B])(b̄+ g[A])
(18)

Thus the total template concentration is related to the free template concentration

by the quadratic equation

c = X [C] + Y [C]2 [C] =

√

1 + 4cY/X2 − 1

2Y/X
(19)

where X and Y are the complicated functions of the elementary rate constants

defined in equ.(18). With the QSSA equ.(17) becomes

dc

dt
= rZ[C] . (20)

This can be rewritten in the form

dc

dt
= αcψ(βc) with ψ(u) =

2

u

(√
1 + u− 1

)

(21)

where α = rZ/X and β = 4Y/X2. The function ψ has the Taylor series expan-

sion ψ(u) = 1 − u/4 + u2/8 + O(u3) for small arguments u and satisfies ψ(u) =

2/
√
u+O(u−1) for large u. The interpretation of the parameters α and β is straight-

forward: The Darwinian fitness α describes the growth rate in dilute solution, while

β describes the strength of product inhibition.

Equ.(21) is surprisingly general. If we consider three or more fragments that

have to be ligated together we eventually find the same functional form of the

growth law, of course with even more complicated expressions for α and β.

A quite different mechanism of replication proceeds via DNA triple helices [66],

Fig. 9. Here a DNA duplex C.C is replicated by first forming an adduct C.C′DE

with triple helix geometry, where the template strand forms standard Watson-

Crick pairs, while the fragments D and E are attached via Hoogsteen pairs. The

fragments are ligated and then the resulting C.C′C complex dissociates along the

weaker Hoogsteen pairs. Finally, the single stranded template sequence is ligated

with fragments of its complements and forms a copy of the original duplex DNA.

The reaction mechanism can be summarized as follows

C.C + D + E
b−−−⇀↽−−−
b̄

C.C′
DE C.C′

DE
r−−−→ C.C′

C C.C′
C

d−−−⇀↽−−−
d̄

C.C + C

C + A + B
a−−−⇀↽−−−
ā

C.AB C.AB
s−−−→ C.C

In this simple form the mechanism works only with palindromic DNA since the

original and the copied C.C complex are reversed. One can easily envision another

round of triple helix formation and dissociation, however. For the purpose of the
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Fig. 9. Self-replication of duplex DNA via a triple-helix stage. In the experiment by Li & Nicolaou
[66] a palindromic DNA template was used. In the general case a suitable second cycle would be
necessary. Watson-Crick base pairs are indicated by short lines, Hoogsteen pairs are shown as
dots.

kinetic analysis we stick to the palindromic case. The kinetic differential equations

read

d[C.C]

dt
= −b[C.C][D][E] + b̄[C.C′

DE] + s[C.AB] + d[C.C′
C] − d̄[C.C][C]

d[C.C′DE]

dt
= b[C.C][D][E] − b̄[C.C′

DE] − r[C.C′
DE]

d[C.C′C]

dt
= r[C.C′

DE] − d[C.C′
C] + d̄[C][C.C] (22)

d[C]

dt
= d[C.C′

C] − d̄[C][C.C] − a[C][A][B] + ā[C.AB]

d[C.AB]

dt
= a[C][A][B] − ā[C.AB] − s[C.AB]

and we have the following expression for the total template concentration

c = [C] + [C.AB] + 2[C.C] + 2[C.C′
DE] + 3[C.C′

C] . (23)

The net growth law is therefore

ċ = s[C.AB] + r[C.C′
DE] . (24)

Using the quasi-steady state approximation we obtain

ċ = 2
as

ā+ s
[A][B] [C] (25)

and c = X [C] + Y [C]
2

with

X = 1 +
a

ā+ s

(

1 + 2
s

r
+ 3

s

d

)

[A][B] + 2
(b̄+ r)as

(ā+ s)br

[A][B]

[D][E]
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Y = 3
d̄

d

(b̄+ r)as

(ā+ s)br

[A][B]

[D][E]
(26)

The over-all kinetics of equ.(22) is therefore again described by equ.(21), this time

with the parameters α = 2as[A][B]/[X(ā+ s)] and β = 4Y/X2.

Let us now turn to the competition of different strains of templates [Ck]. In [141]

we show that in the absence of direct interactions between the templates and with

“correct instruction”, i.e., in the absence of mutation, the evolution of a mixture of

templates is described by the replicator equation

ẋk = xk (αkψ(c0βkxk) − Φ) (27)

This follows from equ.(21) and a transformation to relative concentrations. In ad-

dition one obtains an equation for the total concentration c0, which we assume here

to be regulated such that it varies only slowly. In this case one can regard c0 as an

additional tunable parameter.

The analysis of equ.(27) is in essence based on Theorem A from [42], which can

be restated in the following form

Theorem 5.1. (i) There is a unique fixed point x̂ which is the ω-limit of all orbits

in the interior of the simplex Sn. (ii) If x̂ lies in the interior of a face, then it is

also the ω-limit of all orbits in the interior of its face. (iii) If the species are labeled

such that α1 ≥ α2 ≥ . . . αn, then there is an index m ≥ 1 such that x̂ is of the form

x̂i > 0 if i ≤ m and x̂i = 0 for i > m. (iv) If min{βk} is large enough, then m = n

and x̂ is a uniquely determined interior fixed point.

It is shown in [47] that equ.(27) is a Shashahani gradient system. Furthermore,

V (x) =
∏

k x
zk

k is a Ljapunov function, when zk are the coordinates of the globally

stable fixed point.

It is not hard to verify that the condition for survival of species k, item (iii) in

Theorem 5.1, is explicitly

αk > Φ(x̂) . (28)

If we sort the replicating species according to decreasing values of the Darwinian

fitness parameters, α1 ≥ α2 ≥ . . . ≥ αn, then there is an index m such that x̂ is

of the form x̂k > 0 if k ≤ m and x̂k = 0 for k > m. In other words, m species

survive while the n−m least efficient replicators die out. This behavior is completely

analogous to the reversible exponential competition model discussed in [97], where

the rate constants ak play the role of our Darwinian fitness parameters αk.

The threshold value Φ(x̂) can be computed explicitly in the form

Φ(x̂) =
1

c0

m
∑

k

αk

βk







√

√

√

√1 + c0

(

m
∑

k

α2

k

βk

)

/

(

m
∑

k

αk

βk

)2

− 1






(29)

where the sum runs over the surviving species only. It is interesting to note that

the Darwinian fitness parameters αk determine the order in which species reach
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Fig. 10. Fraction of surviving species as a function of the total concentration c for n = 10, 100,
1000, 10000 species (from left to right) with αk ∼ exp(−k/n) and βk chosen from Uniform[0, 1].
Data are taken from [113].

extinction, whereas the concentration-dependent values βkc0 collectively influence

the flux term and hence set the “extinction threshold”. In contrast to Szathmáry’s

model equation [123] the extended replicator kinetics leads to both competitive

selection and coexistence of replicators depending on total concentration and kinetic

constants. For small c0 it behaves like a quasispecies model, while product inhibition

and therefore unconditional coexistence dominates in a “thick soup”, Fig. 10.

Systems of competing species replicating via template-directed ligation therefore

can meet two of the criteria required for effective evolution: (i) strong selection

leading to the extinction of some or even almost all species, and (ii) susceptibility

to invasion by new, advantageous species. The origin of life requires a mechanism

of chemical replication in which strong selection enables some species to outgrow

others, the “losers” which die out. On the other hand, the coexistence of more than

one “master sequence” is required for functional specialization and cooperation to

emerge because of the limitations on heritable information that are imposed by the

error threshold. Replicators which reproduce through duplex formation utilizing a

Michaelis-Menten type of mechanism fulfil these conditions much more easily than

replicators needing the strong and specific catalytic interactions characteristic of

hypercyclic cooperation [28,119]. Therefore they are good candidates for the first

molecules which may have been selectively amplified in the prebiotic environment.
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6. Higher Order Systems

In this section we briefly consider plausible molecular mechanisms for ligation based

replication involving both a template and a second “catalyst” that acts as a “repli-

case ribozyme”. Experimentally such a system is at least reasonable since multiple

helices are well known structures in both nucleic acids and coiled-coil peptides.

Alternatively, one may think of the catalyst as a version of Johnston’s [57] RNA

replicase shown in Fig. 1a.

The generic features of the resulting reaction networks are largely unexplored

despite some efforts towards understanding the dynamics of chemically realistic

models of “prebiotic” replication in [41]. On the other hand, the limiting case of

strong selection is well understood. When complex formation and product inhibition

play no role the dynamics is described by the second order replicator equations

which we have considered in section 3. In the spirit of the previous section we

consider a template species C that can be obtained by the concatenation (ligation)

of two building blocks A and B provided in the environment. Again, a generalization

to multiple building blocks is straightforward even though explicit expressions for

the aggregate parameters in terms of the elementary rate constants become too

complicated to be useful. We restrict ourselves to a rather qualitative discussion

here, more technical details can be found in [112].

C C ABCC

ABC

A

CC

C

CCC

B

Fig. 11. Scheme of a ligation-replication mechanism with higher order catalysis.

The crucial step of the replication mechanism is the formation of an intermediate

species ABCC which we may visualize as a triple helix consisting of the template

C, the building material A and B properly aligned along C so that the ligation of

the parts A and B can readily proceed, and an additional copy of C that might be

thought either as a specific catalyst that is involved in the ligation reaction, or its

role might be seen in facilitating the release of the product C. In either case, we

consider the reaction scheme of Fig. 11.
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It is instructive to compare the reaction scheme in Fig. 11 with the triple-helix

ligation model of Li & Nicolaou in Fig. 9. The main difference is that in the present

model the catalyst [C] is attached after the ligation complex [ABC] is formed. The

consequences of this difference on the dynamical behavior are rather dramatic. A

tedious computation [112] yields

c =
p4[C]

4
+ p3[C]

3
+ p2[C]

2
+ p1[C]

q2[C]
2
+ q1[C] + q0

(30)

dc

dt
=

d[C]

dt
= a[ABCC] = [A][B][C]2

α+ γ[C]

β + δ[C]
(31)

where the QSSA is used to obtain the last equality. All coefficients here are compli-

cated combinations of the elementary rate constants, all of which are positive. For

small values of c� 1 we have c ≈ p1[C]/q0 and hence

ċ ∼ q20α

p2

1
β

[A][B]c2 , (32)

i.e., we have second order autocatalytic or hyperbolic growth.

For large values of c we have c ≈ (p4/q1)[C]
3

and hence

ċ ∼ 3

√

q2
1

p2

4

γ

δ
[A][B]c2/3 . (33)

The concentration grows polynomially in this case.

If q2[C]
2

cannot be neglected, we have c ≈ (p4/q2)[C]
2

for small values of c, and

hence

ċ ∝ q2γ

p4δ
c , (34)

i.e., we observe exponential growth.

Let us now consider the case of multiple templates and assume that each of

them catalyzes only its own replication. It can be shown [112] that the relative

concentrations again follow a replicator equation, which now is of the form shown

in l.h.s. of Fig. 12:

ẋk = xk [ϕk(xk; c0) − Φ] (35)

with the growth functions ϕk of the form

ϕk(xk) ∼











c0
q2

k;0αk

p2
k;1

βk
[Ak][Bk]xk c0 → 0

3

√

q2
k;1

c0p2
k;4

γk

δk
[Ak][Bk]x

−1/3

k c0 → ∞
(36)

As a consequence, we recover two well studied models as limiting cases: In dilute

solution, c0 → 0, we obtain Schlögl’s model of competing exponentially growing

autocatalysts [90], in saturated solution, c0 → ∞, we recover Szathmáry’s model

of parabolic growth, equ. (14) [123], with the exponent a = 2/3. The transition

between the two limiting cases proceeds via the series of saddle-node bifurcations
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Fig. 12. L.h.s .: Growth function ϕ, R.h.s.: Bifurcation diagram as a function of c0.

shown on the r.h.s. of Fig. 12. Similarly, one obtains second order replicator equa-

tions in the case of cross-catalysis in dilute solution. More details can be found in

[112].

7. Discussion

Template induced replication is the basis of multiplication and reproduction in

nature and in vitro, hence a detailed understanding of its mechanisms in terms of

chemical reaction kinetics is an important facet of understanding evolution at the

molecular level. Simple single step mechanisms of independent replication lead to

exponential growth while the explicit consideration of dissociation of the replication

complex reduces the net rate of synthesis and yields parabolic growth. Only a

detailed mechanistic analysis reveals that both types of behavior result from the

same chemically plausible mechanisms, albeit under different conditions.

Evolution is limited in both cases. An error threshold limits the amount of

heritable information in the selection dominated exponential growth regime, while

parabolic growth essentially switches off selection because all replicators coexist.

Cooperatively coupled replicators, such as the hypercycle [28], are one possibility to

overcome the error threshold. These networks, however, are susceptible to parasitic

mutants and invaders. Furthermore, it is not clear at this point that uncatalyzed

replication can sustain RNAs that are large enough to efficiently assist in RNA

replication.

Models with significant product inhibition bridge this gap. A “survival thresh-

old” allows the coexistence of not only the fittest molecule but of an ensemble of

possibly unrelated fit replicators. These might collectively accumulate sufficient in-

formation for active catalysts and hence lead to the onset of a positive feedback

loop that leads to the evolution of efficient ribozymes. In this scenario selection is
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still an important force that removes unfit variants from the pool. On the other

hand, it appears to at least alleviate the parasite problem that plagues the second

order replicator models.

Of course, a homogeneous “soup” environment is not the only possibility. The

idea to consider a spatial organization as a means of overcoming the parasite prob-

lem was introduced by Boerlijst & Hogeweg [9], who investigated hypercycles with

parasites using a two-dimensional cellular automaton. The authors observed spirals

that stabilized the hypercycles in competition with the parasite. A similar model

based on partial differential equations produced comparable results [120]. Later

work showed, however, that the stabilizing effect caused by the spiral patterns is

highly model-dependent [18]. Coexistence of quasispecies as a consequence of spatial

structure and limited diffusion is described in [127].

A different scenario is replication in open chaotic flows such as those near hy-

drothermal vents. The associated fractal dynamics leads to singularly enhanced

concentrations, resulting in a growth law for the replicating material of the form

d[C]

dt
= −κ[C] + ν[C]

−β
(37)

that is completely different from the behavior in homogeneous solution or on a

surface [59,130]. Similar to models with parabolic growth it leads to coexistence.

Another interesting class of models, which is however beyond the scope of this

contribution, assumes that the genetic material is already encapsulated in a proto-

cell. This protocell duplicates with a rate that depends on the type and concen-

tration of the enclosed material. Both the stochastic corrector model [122] and hy-

percycles in compartments can explain the accumulation of information and show

significant resistance against parasites of various kinds, as shown in recent computer

simulations [146]. It is interesting to note that the genes that are enclosed in the

compartment of the stochastic corrector model form a catalytic network that would

be unstable in homogeneous solution. Information accumulation through compart-

mentalization would therefore seem to require that a very short “genome” can

already significantly influence the duplication of the compartment. This possibility

is supported to a certain extent by the fact that RNA molecules can specifically

interact with phospholipid bilayers and regulate its permeability [134]. The particu-

lar RNA molecules described in [134], however, are by far too large to be replicated

without enzymes or ribozymes. Once there is a replicase-ribozyme that can replicate

itself (which is pre-supposed in both the hypercycle and the stochastic corrector

model) there is a selection pressure even in a homogeneous medium to improve the

replication accuracy which in turn allows for larger genomes and hence opens up

additional possibilities for increasing the accuracy [87]. Compartmentalization per

se is therefore neither necessary nor sufficient to overcome the information bottle-

neck imposed by the error-threshold. Since it is by no means clear that compart-

ments could facilitate the evolution of the first replicase-ribozyme, we cannot use

replication kinetics to deduce whether compartmentalization should have occurred
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before or after the invention of catalyzed replication. The kinetics of uncatalyzed

ligation-based replication linked to a compartment will be explored elsewhere [85].

In this contribution we have restricted ourselves to chemical kinetics and its

consequences, i.e., to models of “chemical population dynamics”. A more complete

model of evolution would have to include a description of the mutants that are

accessible from a given population [30] and a way to construct the kinetic constants

from a mechanistic model. In the simplest cases this leads to the notion of a fitness

landscape [143,144] on which the evolving population moves. The properties of this

landscape then determine the long-term outcome of evolution, see e.g. [95,94]. While

the theory of fitness landscapes [86] is quite well developed, the generalization to

networks of interacting replicators [31] has not yet lead to a concise theory of the

long term evolution of strongly interacting replicators.
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[104] Segré D., Shenav B., Kafri R., and Lancet D. The molecular roots of compositional
inheritance. J. Theor. Biol., 213, 481–491 (2001).

[105] Shapiro R. Prebiotic cytosine synthesis: a critical analysis and implications for the
origin of life. Proc. Natl. Acad. Sci. USA, 96, 4396–4401 (1999).

[106] Sievers D. and von Kiedrowski G. Self-replication of complementary nucleotide-
based oligomers. Nature, 369, 221–224 (1994).

[107] Sigmund K. and Schuster P. Permanence and uninvadability for deterministic pop-
ulation models. In Stochastic Phenomena and Chaotic Behaviour in Complex Sys-
tems, P. Schuster, ed., volume 21 of Synergetics, pp. 186–205 (Springer-Verlag, New



Molecular Replicator Dynamics 29

York, 1984).
[108] Sleep N.H., Zahnle K.J., Kasting J.F., and Morowitz H.J. Annihilation of ecosystems

by large asteroid impacts on the early Earth. Nature, 342, 139–142 (1989).
[109] Spiegelman S. An approach to the experimental analysis of precellular evolution.

Quart. Rev. Biophys., 4, 213–253 (1971).
[110] Stadler B.M.R. Segregation distortion and heteroclinic cycles. J. Theor. Biol., 183,

363–379 (1996).
[111] Stadler B.M.R. and Stadler P.F. Dynamics of small autocatalytic reaction networks

III: Monotonous growth functions. Bull. Math. Biol., 53, 469–485 (1991).
[112] Stadler B.M.R., Stadler P.F., and Schuster P. Dynamics of autocatalytic replicator

networks based on higher order ligation reactions. Bull. Math. Biol., 62, 1061–1086
(2000).

[113] Stadler B.M.R., Stadler P.F., and Wills P.R. Evolution in systems of ligation-based
replicators. Z. Phys. Chem., 21-33, 216 (2001).

[114] Stadler P.F. and Happel R. The probability for permanence. Math. Biosc., 113,
25–50 (1993).

[115] Stadler P.F. and Nuño J.C. The influence of mutation on autocatalytic reaction
networks. Math. Biosci., 122, 127–160 (1994).

[116] Stadler P.F., Schnabl W., Forst C.V., and Schuster P. Dynamics of small autocat-
alytic reaction networks II: Replication, mutation, and catalysis. Bull. Math. Biol.,
57, 21–61 (1995).

[117] Stadler P.F. and Schuster P. Dynamics of small autocatalytic reaction networks I:
Bifurcations, permanence and exclusion. Bull. Math. Biol., 52, 485–508 (1990).

[118] Stadler P.F. and Schuster P. Mutation in autocatalytic networks — an analysis
based on perturbation theory. J. Math. Biol., 30, 597–631 (1992).

[119] Stadler P.F. and Schuster P. Permanence of sparse autocatalytic networks. Math.
Biosc., 131, 111–134 (1996).

[120] Streissler C. Autocatalytic networks under diffusion. Ph.D. thesis, Universität Wien,
Austria (1992). Ph.D. Thesis.

[121] Swetina J. and Schuster P. Self-replication with errors - A model for polynucleotide
replication. Biophys. Chem., 16, 329–345 (1982).
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