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Abstract: A small class of RNA molecules, in particular the tiny gengméviroids,
are circular. Yet most structure prediction algorithmsdiaronly linear RNAs. The
most straightforward approach is to compute circular stimes from “internal” and
“external” substructures separated by a base pair. Thig@patible, however, with
the memory-saving approach of tieenna RNA Package which builds a linear
RNA structure from shorter (internal) structures only. élare describe how circular
secondary structures can be obtained without additionahang requirements as a
kind of “post-processing” of the linear structures.
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1 Introduction

Most RNA molecules are linear. Circular single stranded RNAn the other hand,
occur only in a few cases. The most prominent class are theofges” of viroids,
see [FDG 04, TT04] for recent reviews. A related example is the caclRNA genome
of Hepatitis Delta virus which contains a viroid-like domasee e.g. [GCT04, WB02]
and the references therein. In addition, alternative siecnay lead to circular RNAs
from intronic sequences. This appears to be a general gyopenuclear group | in-
trons [NFB03] and was also observed during tRNA splicingHnvolcanii [SSGGO03].
Circularized C/D box snoRNAs were recently reporte@jmococcus furiosugSMJ*04].
Circular nucleic acids, furthermore, have been investigat the context oifh vitro selec-
tion experiments [KZG02].

While structure prediction of these fairly rare circular RNmay appear as a rather es-
oteric topic, most of the examples above have functionabrsgary structures. Indeed,
viroids were among the first RNAs for which secondary strieguhave been studied sys-
tematically [SHF 84], see also [RWR99] for more recent work. Since viroid RNAs are
short (approx. 200-400 nucleotides), we have to expecifgignt differences between the
folds of linear and circular sequences, see Fig. 2.

It is therefore worthwhile to develop circular variants ¢ieast the most common RNA



folding tools; indeed algorithms for computing minimum egefolding and the computa-
tion of suboptimal structure of circular RNAs are implemezhin Michael Zuker’'srf ol d
package [Zuk89, Zuk03]. These algorithms, in fact, tresdir RNAs as exceptional vari-
ants of the circular ones. In contrast, tieenna RNA Package?! [HFS+94, Hof03],
optimizes the memory requirements for linear RNAs; thisrapph saves approximately
a factor of2 in memory as well as some CPU time. Circular RNAs, however,ram-
trivial to handle in this framework. In this contribution wWlemonstrate how circular RNA
folding can be implemented efficiently as a kind of “postgessing” step of the forward
recursion and as a corresponding “pre-processing” stethéahe backtracking part of the
folding algorithms without requiring significant additiaresources or a redesign of the
optimized recursion for the linear RNA case. Circular RNAdfog can therefore be in-
cluded into the/i enna RNA Package without duplicating the code or compromising
the efficiency of the current implementations.

This contribution is organized as follows: We briefly re¢akk RNA folding algorithms
as implemented in th¥i enna RNA Package. We then discuss the extension of the
minimum free energy folding approach to circular RNAs ansldide how the same ideas
apply to the computation of the partition function.

2 Folding Linear RNA Molecules

The energy model for RNA folding is based upon carefully niead energy parameters
[MSZT99, MDC'04] for the loops of the RNA secondary structure (i.e., thel&y of the
unique minimum cycle basis [LS98]). The energy of a loop deiseon the sequence near
the base pairs that are part of the loop, the length of the, lang on its type. From the
biophysical point of view one distinguishes hairpin loogte,cked base pairs, bulges, true
interior loops, and multi(branched) loops. From an aldponiic point of view one can treat
bulges, stacked pairs, and true interior loops as subtyfaateoior loops.

We consider an RNA sequengeof lengthn. Hairpin loops are uniquely determined by
their closing pairk, . The energy of a hairpin loop is

H(k, 1) = H(zk, Thyr, £, Ti—1,37)

where/ is the length of the loop (expressed as the number of its veghaiucleotides).
Each interior loop is determined by the two base pairs eimgds Its energy is tabulated
as

I(k,l;p,q) = T(xk, Tpg1; 013 Tp—1, Tp; T, Tgq15 L2; T1—1, 1)

where/; is the length of unpaired strand betwekrand p and ¢, is the length of the
unpaired strand betweegnand(. Symmetry of the energy model dictatéé, l;p,q) =
Z(q,p;l, k). If £ = ¢35 = 0 we have a (stabilizing) stacked pair, if only onefgfand (s
vanish we have a bulge. For multiloops, finally, we have aritagdenergy model with
three parameters b, c of the formM = a+b x S+ ¢ x £ wherel is the length of multiloop

1Available atht t p: / / www. t bi . uni vi e. ac. at / RNA/
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Figure 1: Decomposition of secondary structures undegltfie folding algorithms as implemented
in theVi enna RNA Package. Top: a structure offi, j] starts either with an unpaired base or
with a paired 5’ base. 2nd row: A structure enclosed in a bagdgeither a hairpin loop, delimited
by an interior loop, or branches in a multiloop. The multpdtself is composed of two parts, one
with one or more componenta{) and another with exactly one componehf{). The last two rows
further depict the recursions for the two types of multil@mmponents. Again, the decompositions
are into disjoint sets of cases.

(again expressed as the number of unpaired nucleotj@désjhe number of branches, not
counting the branch in which the closing pair of the loopdesi

RNA folding algorithms are based on decomposing the set sdipte structures into sets
of smaller structures. This decomposition can be choseh that each possible struc-
ture appears in exactly one of the subcases. In the course dhormal” RNA folding
algorithm for linear RNA molecules as implemented in ¥ieenna RNA Package
[HFS*94, Hof03] the following arrays, which correspond to diéfat structural compo-
nents in Fig. 1, are computed fbk j:

F;; free energy of the optimal substructure on the subsequencg.

C;; free energy of the optimal substructure on the subsequeficg] subject to the
constraint that andj form a basepair.

M;; free energy of the optimal substructure on the subsequeficgl subject to the
constraint that:[i, 7] is part of a multiloop and has at least one component, i.e., a
sub-sequence that is enclosed by a base pair.

M}J free energy of the optimal substructure on the subsequeficg subject to the
constraint that that|[é, j] is part of a multiloop and has exactly one component,
which has the closing pair h for someh satisfyingi < h < j.

The “conventional”’ energy minimization algorithm for limeRNA molecules [2S81,Z2S84]
can be summarized in the following way, which correspondiséaecursions implemented



intheVi enna RNA Package [HFST94, Hof03]:
Fi; =min {F7;+1,j, 13}3& Cir. + Fk+1,j}
C;; =min {H(i,j), Z,<Igl<i?<j Cu +Z(i,5;k,1), Z,gluigj M1, + Mq1+1,j71 + a}

M;; =min { min (u—¢—1)c+ Cyq1,; +b, min M; , + Cyy1;+b, M; ;-1 + c}
<u<g <u<g

)

)

These recursions are directly derived from the structuouigosition shown in Fig. 1.
The corresponding recursions for the partition functiom @lptained by replacing mini-
mum operations with sums and additions with multiplicasigécC90].

The computation of the minimum free energy structure rexguio store only the arrays,

C, andM. In addition, the fullM*® array is required for the more elaborate backtracking
procedure of thd&RNAsubopt program [WFHS99] which produces all RNA secondary
structures within a given energy interval above the grouates Similarly, uniqueness of
the decomposition is necessary for partition function athms, see Sect. 4.

3 Folding Algorithms for Circular RNAs

A straightforward way of dealing with circular RNA molecslis to comput€’;; andM;;
also for the subsequences of the farfy, n]z[1,4]. This is implemented in thef ol d
package [Zuk03] and described e.g. in [Zuk89]. The disatagmof this approach is,
however, that it doubles the memory requirements (and &lscCPU requirements, be-
cause more matrix entries need to be computed).

As an alternative, we propose here to extend the linearrfgldigorithms in such a way
that the circular molecules are handled as a kind of “postessing” of the arrays that are
computed in the linear case. This is not only memory effidoenitalso allows us to assess
the structural differences between linear and circulauseges with just a single run of
the forward recursions. (Recall that the backtracking &epinimum energy folding is
fast: O(n) compared to thé(n?) steps for filling the arrays.)

The key observation is that the only difference betweenitieat and the circular case

is the energy of the loop that contaimg andz;. In the linear case, there is no energy
contribution associated with the “exterior” loop, whilehias to be scored like any other
loop in the circular case. Hence we have to distinguish thegyf “exterior” loops.

Exterior Hairpin. If the exterior loop is a hairpin, then there is a base pait 1 < p <
q < nsuch that botke[1,p — 1] andz[g + 1, n] are unpaired. The optimal energy of such
a structure is

Fp = glgll {Cpq +H(q,p)} 2
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Figure 2: Differences between linear and circular foldshef Citrus Viroid IV (Acc. No. X14638)
[PRLT91] as a function of cut point in the sequence (relative todhtabase entry). Structure
distance is measured as Hamming distance of the dot-pasathtrings, differences in folding
energy in kcal/mol. Below, the correct circular is shown.

wherel = p — 1+ (n — g + 1) is length of the hairpin loop ant< p < ¢ < n.

Exterior Interior Loop. In this case, the “exterior loop” contains the closing pairsand
p, q of exactly two components. Thus

FI - k<rln<11r)l<q {Cpq + Ckl +I(‘I7P, la k)}
wherely = n — g+ k —1andly = p — [ — 1. In practice, the sizé = ¢, + > of an
interior loop is limited to/ < m, typically m = 30. ThusFy can be computed i (n?)
time without additional memory requirements.

Exterior Multi-Loop. Generalizing the approach for the interior loops, we cam\ae
exterior multiloop as a multi-loop with at least 3 branchedtte sequence interval forin
ton. Starting fromM}j we compute the linear auxiliary arrdy?, containing the optimal
energy ofz[k, n] given that the sequence interval is contained in a multilbags exactly
two components, and starts with a base pafr. We obtain

M, = min (M, + M,y ) 3)
This array requires onl{?(n) memory and can be computedd{n»?) time. A multiloop
with at least 3 components can now be constructed from a pighet least one compo-
nent at the beginning of the sequence and a piece that cergaaittly two components
(with first closing pairk + 1, v, for somek < v < n — 2):

(e} 3 2
Fy = 1I<nkl£1n {]Vfl,k:Mk+1,n + a} “)



The multiloop case thus can be dealt with in quadratic timéhwhnly linear memory
overhead.

The minimum free energy structure of the folded circularewcale is therefore

F° =min{Fy, F7, Fy} (5)

Backtracking. Backtracking is straightforward with this approach: Finst determine
whether the optimal “exterior loop” is a hairpi&’¢ = F5), an interior loop £° = Fy),
or a multiloop ¢° = Fy;). Depending on the result we determine either

(1) p, g such thatF’y, = Cpq + H(g,p), OF

(2) k,landp, ¢ such that
Fp = Cpy + Cr +Z(q,p; 1, k), Or

(3) (@)k such thatFy, = My, + M}, ,, + a, and then
(b) u such thatM, = M, + M ..

The next step already follows the normal backtracking pdace of the linear folding
problem.

Dangling Ends.TheVi enna RNA Package implements three different models for handling the
so-called dangling-end contributions that arise when graiad nucleotide stacks with an adjacent
base pair. These contributions can be (a) ignored, (b) takenaccount for every combination
of adjacent bases and base pairs, or (c) a more complex mawlddecused in which the unpaired
base can stack with at most one base pair. The latter modxlysspeaking violates the secondary
structure model in that an unpaired basg$®etween two base paifs,, z;—1) and(z;+1, z4) has
three distinct states with different energias:does not stack to its neighbots, stacks tar;_1, or
xi+1. The algorithm then minimizes over these possibilitiescdses (a) and (b) one can absorb
the dangling end contributions in the loop energies. In ¢aksehowever, they have to be treated
explicitly, which is done in the forward recursions alreddy all cases with the exception of the
dangling end contribution reaching across the “gapi. The cases unpaired stacks to paired,,
and unpaired,, stacks to paired:; need to be treated separately, adding two additional ssisca
to the multi-loop recursion above. Even more sub-classeseeded if one wants to allow also for
co-axial stacking of helices in the multi-loop.

An important observation about the recursions (2-4) isdlaah possible secondary struc-
ture is counted exactly once, i.e., the recursions are edofdant. This is important when
one is interested in enumerating structures as e.g. iRMAs ubopt program. This prop-
erty is also crucial for the partition function calculatgodiscussed in the next section. For
the purpose of energy minimization, however, it is not neags One can therefore re-
place eq.(3) by

Mlgn = min (Mku, + Mu+1,n) (6)

k<u<n

and reinterpref/2 as the contribution of segments wish leasttwo branches in a mul-
tiloop. As a consequence, thel! array does not need to be stored and the memory
requirements of the minimum free energy folding are the sasia the linear case up to
athe auxiliary array/? of sizen.



4 Partition Function

It is straightforward to translate the recursions (2-49 irgcursions for the partition func-
tion because they already provide a partition of the set lo§eddondary structures that
can be formed by the sequence In the following we suppress the factof RT in the
Boltzmann factors of the energy parameters, i.e., we assbhat¢he energy parameters
are already scaled relative to the thermal energy. Eq.(Bet) become

JUQ § : M1 7M1
Zk Zu+1n

Z% = Z ZZEJ@_H(‘I’I’)
p<q

Z Z ZB —Z(k,l,p,q) (7)

k<l<p<q
Iy = Z Z1 ka+1 ne’
k
Z2° =Zy + Z7 + Zyy;
The probabilityPy; of a base paiki can be represented, in the simplified version of the
Nussinov algorithm [NPGK78], as
Zerl k— 1Z]€Ble+1,q71

Py = Py + Z Pyq ’ 7B e’ (8)

p<k;g>l pq

see Fig. 3. Herd;, is the probability of thak! is a closing pair contained in the exterior
loop. This is the only term that differs from the linear calBer the full energy model we
can use the same logic, but we need to consider the individapltypes separately. In
detail we obtain [McC90]:

Py =Pg + Z qu {ef(p,q,k,l)
p<k;qg>l pq
M —(a+(g—1—1)c
+ Z Zp+1 11Z11+1k 1) € ( ( ))
p<u<k

9)

M1 —(a+(k—p—1)c
+ Z Zl+1 11Z1)+1 ,q— 1) € ( ( )e)
I<u<q

M
Z;()+1 k— 1Zl+1,q—1}

The first term covers the case whexe andk, [ delimit an interior loop. The remaining
three terms cover the multi-loop case with the three subscimti:/ delimits the most 3’,
the most 5’, or an intermediate branch, respectively.



Figure 3: Backward recursion. In order to compiite@ we have to consider all configurations in
which the pairkl isimmediately interior to a pajq. This basepair in turn is formed with probability
Ppq.

The contributionP;, covers the cases in which the basegdiis part of the “exterior”
loop. In the linear case we have simply

B
o Zl,kflzkleJrl,n
Zln

In the circular case we have to consider the three possibie tigpes for the “exterior”
loop separately. This yields:

B
pe, — i {@—Hw)

(10)

Zcirc ——
hairpin
B ,—Z(q,p,l,k) B ,—I(p,q,l,k)
+ E que + E que
p,q:p<g<k<l p,q:k<l<p<gq
Interior left Interior right
M M —a M M1 —(a+(n—q)c 11
+ 21 k1 Zipi e C E 215 235 g€ (at(n=g)e) (11)
—_— —m—— <k
Multi middle =
Multi left
M1 M —(a+(k—1)c
+> 220 e et }
§>l
Multi right

For givenk and! this expression can be evaluated in linear time withouttamdil memory
requirements. It follows that the base pairing probabititgtrix P° for the case of circu-
lar RNAs can be computed with a constant additional fact@ZRu time and negligible
additional memory requirements.

5 Concluding Remarks

Circular RNA folding is being added as an additional featatheVi enna RNA Package.
The energy minimization is already available gias, the implementation of the circular
version ofRNAal i f ol d [HFS02] is in progress. This tool computes the consensus-str
ture of a set of aligned RNA sequences. Algorithmicallysivery similar to the energy
minimization described above.



The main applications for these features are a more systearalysis of viroid struc-
tures and circular snoRNAs. In conjunction with alignmelgioaithms for circular se-
quences [GT93, Mae90] one can use circiRdiAal i f ol d to obtain consensus struc-
tures. Theal i dot tool [HFFT98, HS99] can be applied without changes to the prob-
lem of identifying evolutionarily conserved RNA secondatsucture motifs in otherwise
structurally variable RNA motifs. The circular versionRiflAsubopt [WFHS99] will be

of particular interest for a detailed understanding of thecsural changes in viroid RNAs.
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