ITHE SIMPLY CGAIMND>&

Untamahle Guriosity, Innovation,
Discovery, and Bricolage

Are We Doomed to Progress to Ever Increasing Complexity?

trapper in the eighteenth century needed a box of matches, a gun and a knife,

and perhaps, a tent and a canoe or a dogsled to survive in the wilderness.

Today, almost anyone of us would feel uncomfortable without an additional
GPS, a mobile phone with Internet access, a medicine chest with at least aspirin, an
antibiotic as well as a serum against snake bite, and a lot more to master the same
situation as the backwoods contemporary of George Washington. Only a short time
in the span of human history has passed since the glorious days of trapper life, and
no one would seriously doubt that complexity of life has increased enormously since
then. This essay is an attempt to combine messages from three sources: (i) a book on
scientific innovation, society, and the future written by Helga Nowotny [1], (ii) an
article on a model for the evolution of technology by Brian Arthur and Wolfgang
Polak [2], and (iii) Francois Jacob’s concept evolution and tinkering [3] that has been
recently revisited, for example, by Denis Duboule and Adam Wilkins [4].

Apart from a marvelous collection of many interesting details, Nowotny’s book
draws an ambiguous image of the future that, with a little modification, could be cast
into the following sentences: Scientists and science as a whole are driven by curi-
osity, which is seen as an insatiable driving force leading to innovation. Success and
progress in science are measured in terms of innovation, and cumulative innovations
drive the Western World and, because of globalization, the World as a whole, into a
fragile future full of risks and dangers. Fears of the future derived from the observed
fast changes make societies ambivalent to scientific progress, torn between hopeful
acceptance and vigorous rejection of novelties. Although one feels the unspoken
desire to stop the whole “malicious” development, Nowotny accepts the innovation
process as inevitable and pleads for a new synthesis of science, technology, and
humanities. Adding to Nowotny’s suggestions, we might argue that curiosity has
been genetically inherited from our primate and mammal predecessors and like
innovation or progress it is a priori neither good nor bad. In other words, curiosity
as such is an evolutionarily selected trait and not a moral category."

By this I do not want to say that progress has not been beneficial to mankind. After
all the life expectancy of man in the developed societies has more than doubled within
the last two centuries and is much longer than in third world countries. I am only
indicating that innovation can resolve a plague of human society or lead to a new kind
of especially nasty bomb.
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The article by Arthur and Polak [2]
(this issue of Complexity) introduces a
model for combinatorial evolution that
is assumed to mimic development in
the world of technologies. New devices
are constructed by combination of
modules from a collection of simpler
tools. Additional combinations yield
new combinations that allow the design
of an almost infinite number of objects
of increasing complexity. In their arti-
cle, Arthur and Polak show that even
random assembly of simple logical ele-
ments leads to surprisingly sophisti-
cated logical operators through a pro-
cess of evolutionary self-organization.
(For a more biologically motivated
model based on “digital organisms” de-
veloping logical functions of increasing
complexity see [5].) Adding selection
through economy and society in addi-
tion to variation through combination
indeed provides a plausible model for
the development of technologies. It is
worth mentioning here that Jacques
Monod [6] saw the evolution of technol-
ogies as a case for Darwinian selection
and considered it an even better exam-
ple than biology itself. A very attractive
feature of the model [2] is that technol-
ogies have finite life times as in the real
world, and their replacements follow
the well-known rules of self-organized
criticality [7]: There are many small
events opposed to few large ones, and
the distribution of events follows a
power law as found with, for example,
avalanches on sand piles [8], intensities
of earth quakes [9], extinction of species
in paleontology [10], or allometric scal-
ing in biology [11]. Mutual interdepen-
dence caused by multiple usages of the
same building blocks causes large col-
lections of objects to become obsolete
simultaneously when a key device is re-
placed by new technology. The result-
ing “avalanches of replacement” were
discussed by Joseph Schumpeter [12]
and characterized as “gales of destruc-
tion.” As a consequence, some technol-
ogies disappear completely: In illumi-
nation technique, the pine-torch was
replaced by the candle, the candle by
the incandescent mantle, and finally,
the incandescent mantle by the electric
light bulb. In electronics, to name one
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example, the tube has been almost
completely replaced by the transistor.
The introduction of a new technology
often reduces the size of the device and
to a certain degree, sometimes the com-
plexity. A comparison of the mechanical
calculator, the huge ancient machine
fully equipped with tubes and the mod-
ern computers based on silicon chip
technology serves as an example.?

A third, but not less important piece
fitting into the puzzle of innovation, is
biology. Molecular genetics and ge-
nome research in particular have pro-
vided many convincing hints that evo-
lution and development are the result of
bricolage or tinkering [3,4] rather than
the outcome of rational design. Nature
does not perform like an engineer. She
does not design from scratch, but builds
new things by combining parts from a
repertoire of already existing and
readily available modules. The molecu-
lar data collected within the last 30
years brought completely new insights
into evolutionary developmental biol-
ogy (evo-devo; see for example, [13,14]):
The genetic regulatory system of an or-
ganism is an exceedingly complex net-
work and gene products fulfill multiple
functions in the sense that the same
molecules are used in the cell or in the
organism for many different purposes.
New body plans and new phenotypic
traits do not arise from new molecules
but from reuse of existing molecules in
different combinations. Multiple us-
ages, as in the case of technologies,
make the reaction networks more com-
plex and required more sophisticated
means of regulation [4]. There is, how-
ever, one major difference between bi-

2As a rule, an increase in the complexity
of the infrastructure to produce the de-
vice compensates for less complex han-
dling of the novel technology: For the
pine-torch and the candle you need a
fairly simple production facility and a
match; for the incandescent mantle light
you need the factory producing the
lamp, the match, and kerosene; for illu-
mination by the electric bulb you need
the bulb producing company, the wiring
of the house, and a power station.

ological and technological evolution.
Solutions to problems, once estab-
lished, are almost never replaced in bi-
ology: Our cells use the same synthetic
machinery for the
biopolymers as the last common ances-
tor of all terrestrial life. This hypotheti-
cal unicellular organism is thought to

production of

be a descendant of the first cell called
the progenote [15]. The interior of
present day cells, in particular the cy-
tosol, matches the conditions in a pri-
mordial sea: no oxygen and specific cat-
ion ratios Na"/K* and Mg®*/Ca®",
much better than those of our present
day oceans [16]. The development of
the vertebrate, insect, and mollusk eyes
follow genetically traceable phyloge-
netic paths originating from one genetic
regulatory device and are presumably
derived from a single early photosensi-
tive pigment [17]. Many other examples
can be found for the build-upon-the-
past principle of Nature. Unlike in the
evolution of technologies the machin-
ery driving the development toward
higher complexity has never been reset
in biology by the introduction of sim-
pler tools based on new technology.
The marvelously complex system of ge-
netic regulation, signaling, and cellular
metabolism is the consequence. This
incredibly interwoven network is pre-
cisely what makes it so difficult to un-
derstand cells and organisms [18].

It seems useful in this context to
make a distinction between discovery
and innovation: Discoveries introduce
something completely new into the sys-
tem, for example, the semiconductor in
modern technology development, or, in
Nature’s “discoveries” during prebiotic
evolution, the elementary protein folds
like the a-helix or the DNA double helix.
Innovation, on the other hand, can be
understood as the combination of al-
ready existing elements in a new con-
text. The two publications mentioned
above [2,5] are dealing with such inno-
vations. In this sense evolution of tech-
nologies is a balanced mixture of both
discoveries and innovation: The former
introduce new technologies and allow
for development of devices from
scratch, whereas the latter is responsi-
ble for the construction of complex ma-
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chinery by combinatorial evolution.
Natural evolution, on the other hand,
seems to restrict the “discoveries” to the
early phases of development on new
hierarchical levels of complexity, which
are the periods of the so-called major
transitions [19,20].> The rest seems to
be combination through bricolage.
Eventually, we shall try to put all
three different issues together and spec-
ulate on the origin and the consequence
of untamable curiosity.* To search the

3Such hierarchical levels of complexity
are evolvable molecules, cells, multicel-
lular organisms, individuals, societies,
etc.

“The attentive reader might have real-
ized that I used “untamable” in the title
rather than “insatiable” as the adjective
of curiosity. This notion should point to-

unknown and to hunt after innovation
seems to be a trait that we share, to a
different degree, with all mammals and
it could be, perhaps, a result of brain
evolution. I think curiosity is a selective
advantage as long as a large part of the
population is not killed because of un-
controlled progression into dangerous
territories, and avoidance of this fatal
habit is presumably regulated by the
education of animal or human progeny
through parents that wean the young-
sters away from too curious searching.
Bricolage leading to innovation in-
creases complexity because of the com-
bination of modules to networks with

ward an open-ended evolutionary pro-
cess behind the observed development
that escapes attempts of controlling on a
global scale.

interactions on all scales. In technolog-
ical evolution we can reset the “clock of
complexity” by discovering the ele-
ments of a new technology. In Nature
this seems to be very hard if not impos-
sible. As far as biology is concerned re-
ducing complexity would require whole
phyla to die out because only then evo-
lution may restart at the less complex
root. How can we try to find a hint for
the answer to the question in the title? If
evolution of human societies as a whole
is closer to biological evolution, we can-
not escape the race for developing more
complex societies with more and more
bureaucratic overheads. If, however, so-
cieties developed more similarly to the
mechanisms observed in technological
evolution, new qualities of human rela-
tions between individuals in societies
could succeed in resetting the “clock of
complexity.”

REFERENCES

N O wWwN

Bull 2005, 66, 495-509.

Zoology 2001, 104, 171-183.

1. Nowotny, H. Unersittliche Neugier. Innovation in einer fragilen Zukunft. Kulturverlag Kadmos. Berlin 2005. In German. See also Markl, H.S. Fear of the future.
Will scientific innovation bring progress and benefits, or just risks and dangers? Nature 2005, 437, 319-320.

. Arthur, W.B.; Polak, W. The evolution of technology within a simple computer model. Complexity 2006, 11(5), 23-31.

. Jacob, F. The possible and the actual. Pantheon Books: New York, 1982; See also: Evolution and tinkering. Science 1977, 196, 1161-1166.

. Duboule, D.; Wilkins, A.S. The evolution of ‘bricolage.” Trends Genet 1998, 14, 54-59.

. Lenski, R.E.; Ofria, C.; Pennock, R.T.; Adami, C. The evolutionary origin of complex features. Nature 2003, 423, 139—-144.

. Monod, J. Le hasard et la nécessité. Editions du Seuil. Paris 1970. In French. English translation: Chance and necessity. Knopf: New York, NY, 1971.

. Bak, P.; Wiesenfeld, K. Self-organized criticality: An explanation of 1/f noise. Phys Rev A 1988, 38, 364-374.

. Tang, C.; Bak, P. Critical exponents and scaling relations for self-organized critical phenomena. Phys Rev Lett 1988, 60, 2347—-2350.
9. Chen, K.; Bak, P.; Obukhov, S.P. Self-organized criticality in a crack-propagation model of earthquakes. Phys Rev A 1991, 43, 625-630.

10. Solé, R.V.; Manrubia, S.C. Extinction and self-organized criticality in a model of large-scale evolution. Phys Rev E 1996, 54, R42—R45.

11. West, G.B.; Brown, J.H.; Enquist, B.J. A general model for the origin of alometric scaling laws in biology. Science 1977, 276, 122—126.

12. Schumpeter, J.A. Theorie der wirtschaftlichen Entwicklung. Duncker & Humbolt, Leipzig, 1911. In German. English translation: The Theory of Economic

Development; Transaction Publishers: New Brunswick, NJ, 1983.
13. Baguia, J.; Garcia-Fernandez, J. Evo-Devo: The long and winding road. Int J Dev Biol 2003, 47, 705-713.
14. Wilkins, A.S. Recasting developmental evolution in terms of genetic pathway and network evolution...and the implications for comparative biology. Brain Res

15. Gogarten, J.P. The early evolution of cellular life. TREE 1995, 10, 147-151.
16. Holland, H.D., Lazar, B., McCaffrey, M. Evolution of the atmosphere and oceans. Nature 1986, 320, 27—-38.
17. Gehring, W.J. The genetic control of eye development and its implications for the evolution of the various eye-types. Int J Dev Biol 46, 65-73, 2002. See also

18. Solé, R.V.; Ferrer-Cancho, R.; Montoya, J.M.; Valverde, S. Selection, tinkering, and emergence in complex networks. Complexity 2003, 8(1), 20—33.
19. Maynard Smith, J.; Szathmary, E. The major transitions in evolution. W.H. Freeman: Oxford, 1995.
20. Schuster, P. How does complexity arise in evolution? Complexity 1996, 2(1), 22—30.

© 2006 Wiley Periodicals, Inc.
DOI 10.1002/cplx

COMPLEXITY 11



